The Uncertainty of Decisions in Measurement Based Admission Control

Anne Nevin

Thesis for the degree of
Philosophiae Doctor

Norwegian University of Science and Technology
Faculty of Information Technology,
Mathematics and Electrical Engineering
Department of Telematics

Trondheim, November 2010
Abstract

Most real-time voice and video applications are delay/loss sensitive but relaxed in the sense that they can tolerate some packet loss/delay. Using this information, network utilization can be greatly improved by exploiting statistical multiplexing.

To this end, Measurement Based Admission Control (MBAC) has for a long time been recognized as a promising solution. MBAC algorithms, do not require an a priori source characterization which in many cases may be difficult or impossible to attain. Instead, MBAC uses measurements to capture the behavior of existing flows and uses this information together with some coarse knowledge of a new flow when making an admission decision for this requesting flow.

The number one requirement of MBAC to be successful is that it can robustly provide Quality of Service (QoS) to the accepted flows. Being robust means that MBAC must be able to withstand a sudden increase in the number of users trying to access the network, handle applications with various capacity requirements and handle an aggregate rate that may change in a highly unpredictable manner. These robustness issues become challenging since MBAC relies on erroneous measurements.

Measurements are unavoidably inaccurate. This imperfection creates uncertainties which affect the MBAC decision process. The degree of uncertainty depends on flow characteristics, the length of the observation window and the flow dynamics. Flows will be accepted when they should have been rejected, false acceptance, and rejected when they should have been accepted, false rejections. For the service provider, false rejections translate into a decrease in utilization and for the end user, false acceptance means that the QoS of the flow can no longer be guaranteed. Basing admissions on measurements clearly requires the understanding of the measurement error and how this impacts the performance of MBAC.

This thesis considers the uncertainty of the MBAC admission decision process and describes a methodology for analyzing measurement errors and the resulting performance of MBAC. When studying the performance of MBAC, the key is to focus on the time-scale over which measurements are collected and the admission decision is made. This is in contrast to the infinite time-scale used when evaluating the performance of MBAC with respect to utilization and loss/delay probabilities.

We find how the uncertainty in the measurements vary with the length of the observation window. Non-homogeneous flows cause increased complexity for the MBAC decision algorithm and also for the estimation process. The concept of similar flows is introduced, which is a restriction to simplify the analytical
expressions in a non-homogeneous flow environment.

The probability of false acceptance can be reduced by adding a slack in bandwidth. When determining the size of this slack, the service provider is confronted with the trade-off between maximizing useful traffic and reducing useless traffic. We show how the system can be provisioned to meet predetermined performance criteria. This work is fundamentally different from any previous work concerning MBAC and opens up for new thinking and methods for analyzing MBAC performance.
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## Symbols

<table>
<thead>
<tr>
<th>symbol</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>offered flow load, the Erlang load</td>
</tr>
<tr>
<td>$A_{useful}$</td>
<td>carried useful traffic</td>
</tr>
<tr>
<td>$A_{useless}$</td>
<td>carried useless traffic</td>
</tr>
<tr>
<td>$a_n$</td>
<td>acceptance probability in state $N = n$</td>
</tr>
<tr>
<td>$B$</td>
<td>burstiness</td>
</tr>
<tr>
<td>$CV$</td>
<td>coefficient of variation</td>
</tr>
<tr>
<td>$c$</td>
<td>the system capacity</td>
</tr>
<tr>
<td>$K(t)$</td>
<td>flow rate process</td>
</tr>
<tr>
<td>$l$</td>
<td>number of levels</td>
</tr>
<tr>
<td>$N$</td>
<td>state variable indicating the current number of flows in the system</td>
</tr>
<tr>
<td>$N(t)$</td>
<td>flow process of the aggregation of homogenous flows</td>
</tr>
<tr>
<td>$n_{max}$</td>
<td>the maximum number of flows a system can handle</td>
</tr>
<tr>
<td>$R(t)$</td>
<td>the aggregate rate process</td>
</tr>
<tr>
<td>$E(R)$</td>
<td>mean aggregate rate</td>
</tr>
<tr>
<td>$\hat{R}$</td>
<td>estimate of the mean aggregate rate</td>
</tr>
<tr>
<td>$t$</td>
<td>index to represent time</td>
</tr>
<tr>
<td>$p$</td>
<td>activity parameter of the ON-OFF process</td>
</tr>
<tr>
<td>$r$</td>
<td>peak rate of the arriving flow</td>
</tr>
<tr>
<td>$T_L$</td>
<td>flow lifetime distribution</td>
</tr>
<tr>
<td>$uc$</td>
<td>maximum average rate the system can handle</td>
</tr>
<tr>
<td>$w$</td>
<td>measurement window size</td>
</tr>
<tr>
<td>$P_{Fac}$</td>
<td>probability of false acceptance of a flow</td>
</tr>
<tr>
<td>$P_{Frej}$</td>
<td>probability of false rejection of a flow</td>
</tr>
<tr>
<td>$P_B$</td>
<td>blocking probability</td>
</tr>
<tr>
<td>$\rho(\tau)$</td>
<td>auto-covariance of the flow rate process with lag $\tau$</td>
</tr>
<tr>
<td>$\Psi(\tau)$</td>
<td>auto-correlation of the flow rate process with lag $\tau$</td>
</tr>
<tr>
<td>$1/\alpha$</td>
<td>mean time the ON-OFF process is off</td>
</tr>
<tr>
<td>$1/\mu$</td>
<td>mean flow lifetime</td>
</tr>
<tr>
<td>$1/\beta$</td>
<td>mean time the ON-OFF process is on</td>
</tr>
<tr>
<td>$\delta$</td>
<td>measurement error</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>arrival rate of flows</td>
</tr>
<tr>
<td>$\xi$</td>
<td>mean rate of the flow rate process</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>variance of the flow rate process</td>
</tr>
<tr>
<td>$\zeta^2(w)$</td>
<td>variance of the time average</td>
</tr>
<tr>
<td>$\hat{\sigma}(w)$</td>
<td>estimated variance</td>
</tr>
<tr>
<td>$\theta^2(w)$</td>
<td>variance of the estimated variance</td>
</tr>
</tbody>
</table>
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Chapter 1

Thesis Introduction

In Measurement Based Admission Control (MBAC), the decision of accepting or rejecting a new flow is based on measurements of the current traffic. The problem with measurements, is that they are unavoidably inaccurate. This imperfection creates uncertainties which affect the MBAC decision process. Flows will be accepted when they should have been rejected and rejected when they should have been accepted.

This thesis addresses the question: How will the uncertainty in the admission decision affect MBAC performance? To answer this question, the thesis describes a methodology for analyzing measurement errors and the resulting performance of MBAC.

1.1 Motivation

The Internet with the current best effort service is facing tremendous pressure from new applications that demand Quality of Service (QoS). Real-time multimedia applications have stringent end-to-end delay requirements and cannot respond to varying network conditions in the same way as more traditional data traffic. A small burst in demand at peak hours will increase queue build up in routers, resulting in an unacceptable total end-to-end delay of packets. The application will be of non-satisfactory quality, the customers become unhappy and eventually the service providers lose their revenues. With their non-adaptable behavior and in addition having the potential of consuming a major part of the network capacity, multimedia applications are also a threat to the stability of the current network.

In times of network overload, admission control is needed, where users are denied access. This will protect QoS of already accepted applications and also the network stability.

The main function of admission control is only to admit a new flow if the QoS requirement can be assured for the requesting flow and all flows already admitted. In addition, the network capacity should be used as efficiently as possible.

Real-time multimedia applications transmit packets at a highly variable rate and in most cases, they can handle some small packet delay/loss. By letting the
instantaneous aggregate rate exceed the link capacity with a small probability, network utilization can be greatly improved.

To take advantage of this statistical multiplexing of flows, the admission controller must somehow receive detailed information about the traffic characteristics. It is hard if not impossible for the user or an application to know the required traffic characteristics before establishing a connection.

The solution is to use measurement-based admission control (MBAC), which instead uses measurements of the aggregate rate to capture the behavior of existing flows. When a new flow requests admission, the admission decision is based on the measurements and some coarse knowledge of the requesting flow.

Though increase in utilization has been the main motivator of MBAC, the foremost requirement of MBAC to be successful is to robustly provide QoS to the accepted flows. Being robust means that MBAC must be able to withstand a sudden increase in the number of applications trying to access the network, handle applications with various capacity requirements and handle an aggregate rate that may change in a highly unpredictable manner. These robustness issues are challenging since MBAC relies on measurements.

The problem with measurements is that measurement errors are unavoidable and the true value just an abstract concept. The errors create uncertainties that abate with the length of the observation window. This uncertainty affects the admission decision in terms of false rejection (rejecting a flow when it should have been accepted) and false acceptance (accepting a flow when it should have been rejected).

For the service provider, a false rejection translates into a decrease in utilization, and for the end user, a false acceptance means that the QoS can no longer be guaranteed. Basing admission on measurements clearly requires the understanding of the measurement error and how this impacts the performance of MBAC.

1.2 Thesis Outline

This thesis is organized as follows:

Chapter 2: Background. This chapter starts with an introduction to QoS and QoS provisioning before introducing MBAC and a review of some proposed MBAC algorithms. MBAC and its robustness issues are then addressed. There is a clear behavioral difference between MBAC and its counterpart, the ideal controller. This chapter seeks to give a clear view of this difference and highlights problems with the current procedures of determining MBAC performance.

Chapter 3: Measurement Error and Performance Analysis. In this chapter, we systematically introduce the system, the MBAC algorithm and assumptions made in this thesis. We describe the observation process and how the measurement error is characterized. For performance analysis, new performance measures that can capture the performance of the admission
decision are introduced. These performance measures become important concepts for understanding the MBAC behavior.

Chapter 4: Quantifying the Uncertainty in Measurements. Measurement errors become significant because the measurement window size is limited. This chapter focuses on the probability of false acceptance due to the uncertainty of the measured average rate when the flows are homogenous. In the analysis, the flow level dynamics such as arrival rates and flow lifetimes are not considered and it is assumed that no flows are admitted or depart from the network during the measurement window. To make up for the measurement error, the reserved bandwidth for the flows must be reduced by some slack. The size of this slack depends on the flow rate characteristics and the measurement window size. In this chapter, we derive the fundamental formula for determining the probability of false acceptance and a thorough analysis is given. The chapter is an extended version of Paper [C].

Chapter 5: MBAC: Impact of the Measurement Error on Key Performance Issues. There is a tradeoff between rejecting too many flows thus wasting resources, and accepting too many flows resulting in QoS violations. In this chapter we study how the measurement errors and flow dynamics impact the performance of MBAC in terms of the performances measures defined in Section 3.7. An example shows how the system can be provisioned with predefined performance criteria. This chapter is an extended version of Paper [D].

Chapter 6: Robustness Issues: A Simulation Study. In this chapter, we elaborate on the flow level performance measures studied in Chapter 5. The impact of multiple arrivals on the MBAC performance is investigated and robustness issues related to changes in the offered flow load are addressed. In the literature, the so called Peak-rate strategy and the Back-off strategy are often used to make the admission controller more robust to high flow loads. With the flow-level performance measures we gain insight into how these strategies affect the admission decision and how they can enhance MBAC performance. This chapter is based on ideas from Paper [A] and Paper [B] together with the knowledge gained in Paper [D].

Chapter 7: MBAC: The Measurement Error with Non-Homogenous Flows. Assuming that flows are homogeneous (i.e. belong to the same class) is very restrictive, even if flows are of same type e.g only video applications. Non-homogeneous flows cause increased complexity for the MBAC algorithm and also the measurement process. This chapter introduces the concept of similar flows, which is a restriction to simplify the analytical expressions in a non-homogeneous flow environment. Similar flows share a common correlation structure and the error analysis becomes straightforward. In contrast, without this restriction, the correlation structure of each flow must be used which again results in a more complex analysis. An example is given to demonstrate the concept. This chapter is directly based on Paper [E].
1.3. Contributions

Chapter 8 The Measurement Error when the Variance is Unknown
When the auto-covariance is known, the uncertainty of the measurement can be stated up-front. In this chapter, we shall see how the uncertainty of the measurement error can be found when the variance of the sources is unknown. This chapter also motivates the use of similar flows as the analysis can be greatly simplified by assuming that the auto-correlation of the flow rate processes is known.

Chapter 9: Concluding Remarks. This chapter contains a summary of the main results and conclusions of the thesis.

1.3 Contributions

The focus of the thesis is on the estimation process and the inherent measurement errors and how these errors impact the admission decision. This thesis is neither about finding a better MBAC algorithm nor answering the question of proper QoS provisioning. We have set up an analytical framework in a very simplified network environment. This is done to make the analysis as tractable as possible. The main contributions are:

- The derivation of analytical expressions to determine the characteristics of the measurement error.
- An analytical framework to evaluate the measurement error and the impact the error will have on MBAC performance.
- The definition of flow level performance measures that specifically target the MBAC decision process. These performance measures open up new ways of analyzing MBAC performance. Not only do these measures make it possible to study the impact of measurement errors, but they can also be used to study other MBAC features specific to a certain MBAC implementation.
- The concept of similar flows simplifies the error analysis with non-homogeneous flows. Similar flows share a common correlation structure and the error analysis becomes straightforward. In contrast, without this restriction, the correlation structure of each flow must be used which again results in a more complex analysis.
Chapter 1. Thesis Introduction

1.4 Papers by the Thesis Author

This thesis is based on papers written under supervision and in cooperation with Professor Peder J. Emstad. In addition Professors Yuming Jiang and Øivind Kure have been co-supervisors. Solid background on MBAC was gained by contributing to MBAC related research where Professor Yuming Jiang was the main author. During this work the MBAC robustness issue was discovered which resulted in the early work [A] and [B]. The main results of this thesis are based on paper [C], [D] and [E].

Papers Published by the Author


[C]: Guoqiang Hu participated in the discussions and contributed to ideas in this paper.
1.5 Publications where the Author of the Thesis has Contributed

The author has contributed to papers related to MBAC and much of this work has provided the in-depth knowledge for writing this thesis.


[H,I,J]: The thesis author participated in discussions, performed simulations and contributed to ideas in these papers.
Chapter 2

Background

This chapter provides relevant background and sets the stage for the work in this thesis.

The chapter starts with the basics by introducing the term Quality of Service (QoS) as it is used in this thesis. Section 2.2 explains traffic control which is needed to provide the required QoS and motivates the use of admission control described in Section 2.3. Both audio and video traffic can handle some delay/loss violations and higher network utilization can be reached by providing statistical QoS. In this respect measurement based admission control (MBAC) is a promising solution and an introduction and a review of relevant MBAC research is given in Section 2.5. Section 2.6 gives a thorough introduction to the MBAC robustness issues and contrasts the behavioral differences between MBAC and its counterpart, the ideal controller. Problems with the current approach of evaluating MBAC performance are then addressed. The final section reviews previous work on measurement error.

2.1 Quality of Service

Quality is a very general concept and Quality of Service (QoS) has been given several interpretations. How it is defined depends on the organization behind the definition and whether QoS is seen from a technical perspective, a user perception or a business perspective [1]. The International Telecommunication Union (ITU) defines QoS as: "the collective effect of service performance which determines the degree of satisfaction of the service". The European Telecommunications Standard Institute (ETSI) defines QoS in a very similar way [2].

Multimedia applications add stringent requirements to how the information is transferred over the Internet. In this thesis the applications in mind are human to human interactive applications such as voice over IP (VoIP), gaming, distance learning and video-conferencing. These real-time applications require that the interaction between the people involved appears as if they were in the same room. Too much delay in the transfer of information causes difficulties in the reconstruction of the original signal, and annoying talk overlap.
2.1. Quality of Service

The quality experienced by the end user is thus tightly linked to the *network performance* and the transfer of packets through the network from node to node, via network links, see Fig. 2.1. The QoS related to the packet delivery service is defined in Internet Engineering Task Force (IETF) in [3] as "the nature of the packet delivery service provided, as described by parameters such as achieved bandwidth, packet delay, and packet loss rates". The delay, packet loss, packet loss pattern, throughput and delay variations are *network QoS metrics* [4], that characterize network performance, relevant to real-time applications. Network QoS metrics do not necessarily map directly to an application level QoS metrics or metrics determining how quality of service is experienced by the end user. Quality of experience has become a hot topic (i.e. the ITU-T Recommendation G.1000 [5]).

It is the sensitivity of real time application to delay and varying packet delay or *jitter* that challenge network performance. Consider a video conversation between two parties, a user at terminal A and a user at terminal B in Fig. 2.1. At the sender side, information generated by the application is encoded and packetized and packets are sent through the network to the receiver. When packets are sent through the network, their order will normally not be altered. However, the packets may vary in the delay mainly because of varying waiting times in network nodes (it may also have happened that packets are routed differently).

When packets from various applications arrive to a router in a network node the packets are routed to the correct output queue based on their destination. Packets are then transmitted one at a time on the same network link. This sharing, termed *multiplexing*, can be modeled by a *system* consisting of a *buffer* of finite size where packets are waiting for transmission and a *server* representing the link capacity. Fig. 2.2 shows *n* applications sharing a network link. The time it takes to serve a packet is the transmission time or serialization delay, where

\[
\text{transmission time} = \frac{\text{packet size}}{\text{link capacity}}
\]

The time a packet spends in this system is governed by the transmission time and the time waiting in queue.

![Figure 2.1: The level of QoS provided to end users depends on network performance and the terminal equipment](image)

Chapter 2. Background

The total delay through the network consists of four components [6]:

1. *Propagation delay*: depends on physical media. For example will optical fiber result in a delay of 5 ms per 1000 kilometers.

2. *Switching delay*: is the time it takes from a packet is received on an incoming router interface to the packet is put in the queue of the output scheduler of the router. In high performance routers this time can be considered negligible [6].

3. *Transmission time delay*: or serialization, is the time it takes to transmit a packet or clock a packet onto a link.

4. *Queueing delay*: is the time a packet waits in queue before it is clocked onto the outbound link.

*Jitter* is due to packets experiencing varying queuing delays. When a link is not shared by any other applications, the only delay will be the transmission delay. However when a burst of packets arrive simultaneously the delay will increase just slightly because only one packet can be served at a time. The delay will increase even more dramatically at times when the aggregate rate exceeds the link capacity. Packets are queued and the delay is further increased. In the case when the buffer becomes full, packets must be dropped implying infinite delay. The jitter is not detectable as long as the delay variation is below 40ms but as the jitter increases, the sound and picture quality drops drastically [4]. Jitter can be removed by a *playout buffer* at the receiving side, where incoming packets are buffered and then read out at a nominal rate [4]. The playout buffer adds to the total delay and it must be sized to keep the overall delay as low as possible. A proper network design must apportion the total delay requirement of an application to the various components contributing to the total delay [6], both delays caused by the network and the additional delay introduced in the end terminals. For a voice conversation, the one-way delay should be kept below 150 ms in order to be considered as acceptable [7].

![Figure 2.2: Multiplexing of internet packets at the output of a router](image-url)
2.2. Multiple Time-scale Traffic control

The end-to-end transfer of packets can be characterized by a loss probability when the delay requirement is given, since packets that do not arrive on time to the playout buffer, are considered lost. Packets loss are due to:

(1) Loss of packets due to erroneous packets
(2) Loss of packets due to packets dropped in routers during congestion
(3) Loss of packets due to late arrival

There is a tradeoff between the jitter buffer size and packet loss. Tolerance to packet loss largely depends on the compensation technique that can be used, the packet size, the loss pattern and price paid for the service [4]. Packet repair techniques can usually conceal losses that are scattered but repair becomes difficult when packets are lost in bursts.

2.2 Multiple Time-scale Traffic control

For real-time multimedia quality to be acceptable, it is imperative that network delay is somewhat predictable. Inadequate capacity causes both packet delay and packet loss thus an apparent solution for providing QoS is to over-provisioning and ensure that there is enough network capacity for congestion never to occur. There is no differentiations between users, and the architecture remains simple. Very inexpensive optical fibers make this method of "throwing capacity at the problem" not only the simplest but also the cheapest solution. The problem with this method, is that the decision of what is adequate capacity in the future is not trivial and unforeseen incidents can and will happen. Small bursts in demand at peak hours may not affect application only concerned with throughput but will lessen the quality of real-time multimedia applications. A discussion regarding the viability of over-provisioning is out of scope but just like in the traditional telephone system over-provisioning is needed to some extent. Nevertheless efficient use of network capacity becomes an important issue when bandwidth is scarce such as in mobile and wireless networks.

QoS mechanism are mechanisms that can be added to control the use of network capacity and protect applications that need protection against delays and loss. Within IETF there are two standardized QoS architectures, Integrated Service Architecture (IntServ) [8] and the Differentiated Services (DiffServ) [9]. Neither of these are currently deployed as a whole. However, together they define several traffic control building blocks which are necessary for achieving QoS [10]: Admission Control, Shaping and policing, Signaling and resource management, Queuing and scheduling, Congestion control and queue management, and QoS routing. In addition important building blocks (not specified within the IETF QoS architectures) are QoS policy management and QoS pricing [10]:

Internet is by nature packet-switched and handles packets on a hop-by-hop bases. Real-time applications are delay sensitive and demand a circuit-switched equivalent. For traffic control it becomes natural to separate control into two separate time-scales: packet time-scale which allocates resources to individual
packets; and flow level time-scale which allocates resources at a flow level. (In addition it is common to consider the management time-scale which allocates resources to aggregates of flows) [11], [12], [13].

2.2.1 Packet Level Control

Packet control is the most 'natural' level of control in the packet-switched Internet. Research related to packet level traffic control thus includes a great body of research. The primary idea is to keep the network as simple as possible and let the applications have intelligence to adapt to changes in the network. This work includes congestion control to prevent overload (by the transport control protocol (TCP)), per-packet payment mechanisms, scheduling mechanisms and marking disciplines [11]. In DiffServ a packet with a high QoS requirement will be given a higher priority at the router than a packet belonging to a class with a lower QoS requirement. This method can be very effective for preserving QoS of high priority traffic in times of congestion but can only provide relative QoS. Most of the time, when the network is working under normal traffic loads, the QoS provided to high priority traffic will be the same as low priority traffic.

Packets are dropped at routers to indicate congestion and adaptable applications will then reduce their sending rates. With only packet level control, the network must rely on all applications being adaptable and well-behaving. Non-adaptable applications that do not respond when the network becomes congested, threaten the stability of the network which will also affect the most adaptable sources. With severe congestion, even the highest priority class will suffer unacceptable service. A network link may be fully utilized, however service provided can be considered wasted if the applications are not able to perform their tasks.

2.2.2 Flow Level Control

The flow level time-scale is the equivalent of call level time-scale in the circuit based network, Asynchronous Transfer Mode (ATM) [14]. The task of flow control is basically to emulate the traffic control carried out in traditional circuit switched networks. There is no absolute definition of what exactly is an Internet flow but for practical purposes, the packets belonging to a given flow have the same identifier and occur with a maximum separation of a few seconds. One can thus think of a flow as corresponding to the transfer of data from an application. A more formal flow definition is given by [3]: "a set of packets traversing a network element all of which are covered by the same request for control of quality of service. At a given network element a flow may consist of the packets from a single application session, or it may be an aggregation comprising the combined data traffic from a number of application sessions"

To illustrate the need of flow level control, consider this trivial example:

- A number of subscribers using real-time video share a network link. When a subscriber uses the Internet the video application generates packets representing one flow. In this particular example, it is enough bandwidth to
2.3. Admission Control

handle exactly \( n_{\text{max}} \) flows while still ensuring QoS for all flows concurrently on the link. This \( n_{\text{max}} \) is very large, but not greater than the number of subscribers, so there is a chance (though should be small) that there are \( n_{\text{max}} \) flows already using the link. In this case, allowing one more video application into the network will result in an unacceptable QoS for all flows. There is absolutely no gain in allowing the flow into the network. To preserve QoS guarantees for the ongoing flows, this flow should be blocked. This is the role of admission control.

2.3 Admission Control

Flow level admission control is needed to preserve QoS to on-going applications and ensure network efficiency in times of overload.

When a user wants to transmit information, resources are first requested (i.e. the needed capacity). If the resources are available, the admission controller grants admission and the application can transmit data. Otherwise it is denied service. A new flow should only be accepted if the admission controller can say yes to the following basic admission criteria:

(A.1) Are there sufficient resources to meet the QoS requirement of the arriving flow?

(A.2) If the flow is accepted will the QoS of the already accepted flows still be met?

If the answer to either A.1 or A.2 is no, the flow is blocked.

When flow level admission control is introduced an additional QoS metric is added; the blocking probability. This is a flow flow level performance measure used for network dimensioning purposes. For dimensioning in the classical telephone network, a blocking probability below 1% is considered acceptable [15]. It is reasonable to assume a similar or less strict requirement in the Internet. The end users should feel that they have unrestricted access to the network resources.

2.3.1 Implicit Admission Control and Flow-aware Networking

Most existing admission control approaches require the use of a signalling protocol to convey traffic information and QoS requirement of a flow to routers along its path, such as the resource reservation protocol (RSVP) in IntServ. The bandwidth broker approach [16], [17], [18] to be used with DiffServ, also requires a form of signalling protocol. This signalling requirement has imposed significant constraints on the network and consequently limited its implementation [19] [20].

Flow aware networking, (FAN) was introduced by Roberts et al [12], [13]. This is a more lightweight mechanism for providing QoS at a flow level and solves some of the technical and economical shortcomings of IntServ and DiffServ architectures.

User-defined flows are identified on the fly such that traffic control can be executed at flow level. Admission control is local to a particular network link,
where local traffic and service information can be easily obtained. In flow aware networking, the term *implicit admission control* is used since no explicit signalling is required. [21]. A flow is said to have ended or left when no packets with the same header field values are observed for a pre-defined time-out period. Note that the term implicit admission control is also used as a mechanism for TCP flows in a non-related work by Mortier et. al [22], [11].

In [23], we have proposed the use of an admission control framework called *implicit admission control for a Diffserv network* (iAC), which is easy to implement and compatible with DiffServ. Traffic information and the service requirement of a flow are carried by each packet of the flow using the DiffServ field in the IP header. We refer to [12], [13] and [23] for more information on flow-aware networking.

### 2.4 Admission Control Algorithms for Statistical QoS

Admission control is straight forward if capacity is allocated based on worst case behavior of flows; all flows continuously sending packets at peak rates. In this case, the admission controller accepts a flow with peak rate $r_i$, as long as the sum of the peak rates of the aggregate of flows is less than the available capacity $c$. With $n$ flows currently in the system, the admission control test becomes simply:

$$r_i + \sum_{j=1}^{n} r_j \leq c$$  \hspace{1cm} (2.1)

In reality applications send traffic at a very variable rate. The combined arrival rate from these flows, the aggregate rate, $R(t)$, may be considerably lower than the sum of the peak rates. Fig. 2.3 illustrates the resulting aggregate rate $R(t)$ as it varies with time, when $n$ applications are multiplexed onto a link. The straight line marked as ‘peak’, is the capacity that would be required if all sources where sending at peak rate. If the admission controller takes advantage of this *multiplexing gain*, more flows can be accepted into the network.

Most real-time voice and video applications are *relaxed* in the sense that they can tolerate some packet loss. Using this fact, network utilization can be greatly improved by exploiting statistical multiplexing and permitting the instantaneous aggregate rate to exceed the link capacity with a small probability. The service provided is a *statistical or stochastic service guarantee* which may be expressed as [24]:

$$P(\text{packet loss worse than required}) \leq \epsilon$$  \hspace{1cm} (2.2)

In contrast to the more relaxed voice and video applications, real-time music is in general more sensitive to both loss and delay of information. A critical example is interactive music playing for which one-way delay should be smaller than 40ms [25] in order to get acceptable quality. In this case the network must provide *deterministic service guarantees* (i.e. $\epsilon = 1$).
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For stochastic service guarantees, admission control becomes not only the task of fulfilling the admission requirements A.1 and A.2. In addition the admission controller must strive to improve network utilization as much as possible:

- The objective of admission control is to provide the required QoS for each accepted flow, while at the same time allowing efficient use of the network.

Consider the simple example from Section 2.2.2 where the link capacity is $c$, and the flows are homogeneous and independent and transmits packets with mean rate, $\xi$ and peak rate $r$. The stochastic service requirement of these flows allows the instantaneous aggregate rate to exceed the capacity with a probability $\epsilon$. This loss probability requirement can be written:

$$P(R(t) > c) \leq \epsilon$$  \hspace{1cm} (2.3)

The task is to find the maximum number $n_{max}$ of flows that can be multiplexed while meeting the loss probability requirement (2.3). Allocating resources based on the peak rates, meets the loss probability requirement but the number of flows that can be accepted is smaller than $n_{max}$. In contrast, the best multiplexing gain will be reached if each source is allocated a bandwidth of $\xi$, but then the loss probability requirement is violated. The loss probability requirement can be met if each source is allocated some bandwidth somewhere between the peak rate and mean rate. This amount of capacity required by a flow, is termed the equivalent bandwidth, $EB$, of a flow, where $\xi < EB < r$, is the minimum capacity which ensures the loss probability requirement is met, see Fig. 2.4.

In this simple example where flows are homogeneous all flows will have the same effective bandwidth and flows are admitted as long as the number of flows in the system is below $n_{max}$. In a more realistic setting a flow $i$ will have equivalent bandwidth, $EB_i$, where $\xi_i < EB_i < r_i$. The equivalent bandwidth varies with the stochastic properties of a flow, and the loss probability requirement. When the

\begin{figure}[h]
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\caption{Illustration of multiplexing gain for $n$ sources}
\end{figure}
effective bandwidth of the flow is known, the admission control test becomes the simple *additive effective bandwidth* test. A new flow $i$ with effective bandwidth $EB_i$ will be accepted if [26], [27]:

$$EB_i + \sum_{j=1}^{n} EB_j \leq c$$

(2.4)

A considerable amount of work in the ATM literature covers methods of determining the effective bandwidth, under the assumption of both bufferless and buffered multiplexing and an overview of this work can be found in [28] and [27]. Bufferless multiplexing, makes for more straight forward analysis but at the penalty of decreased link utilization. Adding a buffer to absorb prolonged bursts in the arrival process, increases utilization but requires a more complex analysis [26], [27].

The *additive effective bandwidth* approach (2.4), has some shortcomings. For one, it cannot exploit economics of scale as the equivalent bandwidth of a flow is independent of properties of other traffic flows, the number of multiplexed flows and the link capacity. In addition, the *additive effective bandwidth* approach does not consider long range dependent traffic.

Refinements to the effective bandwidth approach using large deviation theory address the limitations of the *additive effective bandwidth* approach [26]. The *Maximum variance approach* (MVA), considers the aggregate traffic and is based on the assumption that the instantaneous aggregate rate is normally distributed. This approach has been given considerable attention as the estimated loss probability proves to be quite accurate [26].

![Figure 2.4: The admissible region](image-url)
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2.4.1 Traffic Characterization

Traffic characterizations aims at describing a sources rate process or the aggregate rate process. *Stochastic traffic models* are models that approximate the statistical behavior of network traffic as accurately as possible. Some examples of stochastic traffic models are Markov-modulated Poisson processes, regression models, long-range dependent models (LRD), and models based on the normal distribution [29]. Using these models, the traffic demand can be characterized by a limited set of parameters. The assumption that the aggregate rate, $R(t)$, follows a normal distribution is generally very realistic. With this assumption, the loss probability can be very accurately calculated, if the variance and the mean of the aggregate traffic can be found.

*Bounding traffic models* are traffic constraint functions that are used to describe bounds on the rate transmitted from a flow or aggregate of flows. For each bounding traffic model, the exact traffic pattern for a flow is unknown. The only requirement is that the amount of traffic is bounded in a specific way. The token bucket model [30], provides deterministic bounds on the traffic. With such bounds on the traffic, deterministic service guarantees in a network can be predicted. Statistically bounded traffic models can more tightly characterize traffic and thus greatly increase network utilization. A good overview and introduction to stochastic bounding functions can be found in [31]. The flow *traffic descriptors* (such as the traffic specification (TSpec) [32] used in IntServ), is a set of traffic parameters describing a bounding traffic model of a flow. For example, a token bucket is described by a token rate, bucket depth and peak rate. The more tightly a flow can be characterized by these traffic descriptors (e.g. adding multiple token buckets in sequence), the more accurately is it possible to predict the resulting delay and loss probability.

2.4.2 Parameter Based Admission Control

*Parameter-based admission control* algorithms are algorithms that use traffic descriptors of each flows to predict the resulting loss probability. In reality, tight characterization of flows is not possible as applications are not able to know *a priori* how the traffic rate from a given application will vary with time [33] [34], [35]. Traffic such as video traffic, may vary considerably during the connection time. Traffic may be distorted when mixed with other traffic such that the traffic descriptor no longer resembles the traffic. Even if the source characterization was exactly known, policing the flow is also a major issue. Policing of flows becomes more difficult as the statistical multiplexing gain potential increases [36].

The solution is that the parameter based admission controller must rely on worst-case parameters such as peak rate of flows. As such, parameter-based admission control is considered useful only for providing *deterministic service guarantees*.
2.5 Measurement Based Admission Control

Measurement-based admission control (MBAC) has for a long time been recognized as a promising solution for providing statistical QoS. ATM has generated a large body of MBAC research e.g. [37], [33], [38] and [27], and MBAC still continues to be on the research agenda for the Internet, e.g. [39], [40], [21].

The idea behind MBAC is that instead of relying on accurate source characterizations, MBAC uses measurements of the aggregate rate to characterize the flows and make admission decisions. Only a coarse traffic descriptor such as the peak rate of the requesting flow is required. (The ATM literature also includes several MBAC algorithms which measure the characteristics of each flow instead of the aggregate. However, these algorithms are considered non-scalable and will not be further discussed.)

The advantages of using MBAC over parameter based admission control are [40], [41]:

- The traffic descriptor of the flow can be trivially simple such as the peak rate.
- A conservative traffic descriptor will not result in over-allocation of resources throughout the flow duration.
- It is easier to estimate the aggregate behavior than the behavior of existing flows.

Grossglauser et al sets up a list of three requirements that must be fulfilled in order for an MBAC approach to be successful in practice:

(1) Robustness: MBAC must be robust to measurement error, flow heterogeneity, self-similarity, and heavy offered loads e.g. due to “flash crowds”.

(2) Resource Utilization: After fulfilling the QoS requirement of all flows, the secondary goal of MBAC is to maximized utilization.

![Figure 2.5: MBAC structure model](image)
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(3) **Implementation:** The MBAC implementation must be cost effective. The computational complexity must be scalable in the flow arrival rate and in the link capacity. Adding MBAC to the network should be as non-intrusive as possible.

For simplicity, the assumption in this thesis is that the available capacity is fixed. Figure 2.5 depicts the structure of MBAC. It shows that an MBAC algorithm for a network system consists of (1) an *admission decision algorithm* and (2) an *estimation process*. The estimation process uses measurements to estimate parameters that describe the aggregate rate process of accepted flows. These estimated parameters are used as input to the admission decision algorithm. In addition, the admission decision algorithm, also relies on some input from the requesting flow, which typically includes its quality of service requirement and its traffic description (peak rate).

To a specific MBAC implementation, the system in Figure 2.5 could represent a single node, a domain, or an end-to-end MBAC. Depending on how MBAC is implemented it can be classified as [19]:

- **Node-by-node MBAC:** In this case, MBAC is implemented in each node [41].
- **Ingress MBAC:** MBAC is implemented at the ingress of the network [42] [43].
- **Egress MBAC:** MBAC is implemented at the egress of the network [44].
- **Centralized MBAC:** MBAC is implemented at a central controller such as bandwidth broker in DiffServ [9].
- **Endpoint MBAC:** If the system is the whole end-to-end network, the three elements for MBAC may be implemented at end-systems/applications [45] [42].

Though the work in this thesis is not restricted to any service architecture, the assumption of a flow aware network such as defined in [23] motivates the use of node-by-node admission control. The admission control implementation can be modular and requires minimal intrusion on the current infrastructure. We thus only focus on single node MBAC algorithms.

In the remainder the following assumptions are made:

- **Each flow is a stationary process, independent of other flows.**
- **All flows have the same loss probability requirement.**

### 2.5.1 Admission Decision Algorithms

For the admission decision shown in Figure 2.5, many algorithms have been proposed and investigated using various theoretical grounds. Based on the assumptions and analyzes that they are built upon, these algorithms can be broadly put into the following categories: *Effective Bandwidth Approximation, Loss Probability by Gaussian Approximation, and Measured Sum.*
Effective Bandwidth Approximation

Many MBAC algorithms have been developed based on the concept of effective bandwidth as discussed in Section 2.4. In these algorithms, the purpose is to calculate the effective bandwidth of each flow and/or the existing aggregate flow. The calculations are based on either a Gaussian distribution [46], [38], Hoeffding bounds [47], measured bandwidth requirement in Measure CAC [48], or other distributions.

The MBAC algorithm represented in [47] uses the measurement of the average aggregate rate $\hat{R}$ of existing flows together with the peak rates $r_i$ of all accepted flows to determine the equivalent bandwidth of the aggregate $\hat{C}_H$:

$$\hat{C}_H = \hat{R} + \sqrt{\ln\left(\frac{1}{u_H}\right) \sum_{i=1}^{n} r_i^2}$$  \hspace{1cm} (2.5)

where, $u_H$ is a tuning parameter. A new flow is admitted if the sum of the peak rate of the new flow $r$ and the equivalent capacity $\hat{C}_H$ is less than the capacity of the link $c$:

$$\hat{C}_H + r_i \leq c$$  \hspace{1cm} (2.6)

A class of admission decision algorithms that indirectly use the effective bandwidth in the admission decision has also been investigated. Particularly, several admission decision algorithms, which are motivated by special choices of Chernoff bound, are proposed in [49]. These choices of Chernoff bound correspond to different tangents to the effective bandwidth function, which include tangent at peak, tangent at arbitrary location, tangent of slope one, and tangent at origin.

Loss Probability by Gaussian Approximation

This class of MBACs uses the assumption that the aggregate rate $R(t)$ follows a Gaussian distribution. The loss probability is then determined by calculations. If the loss probability requirement is higher than what is calculated, the requesting flow is admitted; otherwise, it is rejected. The work in [34] and [40] assumes a bufferless multiplexer and the probability of overflow can be calculated and compared to a target overflow probability.

Theory based on maximum variance approach (MVA) as used in [50] and [51], requires the measurement of the variance, average rate and dominant time-scale to determine proper bounds on the loss probability. In practice this proves difficult as in order to find the dominant time-scale and the corresponding variance, the variance must be known. A solution to this problem is considered in [50] where a combination of measurements and analysis is used to find a stopping criterion for the dominant time-scale.

A related approach for MBAC is aggregate traffic envelopes [52] [53]. In [53], aggregate rate envelopes are used in the design of the proposed MBAC approach. Its idea is to characterize the traffic of an aggregate via maximal rate envelopes. The estimated average $R_{\text{env}}$ and the estimated variance $\hat{v}(t)$ of the measured
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rate envelopes over the past \( m \) measurement windows are computed and used by the admission decision algorithm. A flow \( i \) with peak rate \( r_i \) is admitted, if the following test is successful:

\[
\hat{R}_{\text{env}} + r + \alpha \hat{v}(t) \leq c
\]  

(2.7)

where \( \alpha \) is a tuning parameter ensuring a loss probability requirement. The setting of this parameter is discussed in [53].

In addition, there are also MBAC schemes that directly measure the loss probability using virtual queues [54], [55].

**Measured Sum**

The *Measured sum* proposed in [41], is possibly the simplest admission decision algorithm. Its idea is to only measure the average rate \( \hat{R} \) of existing traffic in the system. A requesting flow \( i \) is admitted if the following test succeeds:

\[
\hat{R} + \nu < uc
\]  

(2.8)

where \( \nu \) denotes the requested rate by the flow, \( c \) the total link bandwidth as defined earlier, and \( u \) here is a targeted utilization.

The measured sum is simple yet representative. Breslau et al [56] investigated the MBAC algorithms the *Measured Sum [41]*, *Hoeffding Bounds [47]*, *Tangent at Peak [49]*, *Measure call admission control [48]* and *Traffic Envelope [53]* and concluded that they all share a common structure, share a common behavior and they all can be mapped to the simple measured sum algorithm (2.8). The algorithms will then basically differ in the way \( u \) is determined but when it is found, all algorithms can be considered being the same.

The utilization parameter depends on the traffic characteristics. If the flow rate characteristics are known, \( u \) can be calculated based on e.g. equivalent bandwidth theory. In the more realistic case where the flow rate characteristics are unknown, \( u \) can be estimated based on measurements of the aggregate rate process or observing the individual flow characteristics over some time.

Clearly in order to estimates \( u \) (as many MBACs implicitly do) an estimate of only the average load is not sufficient. More information regarding the aggregate rate is needed. When the sources are non-homogeneous which will be the case in a realistic network setting, determining the admission region, or \( uc \) becomes difficult as \( uc \) will change depending on traffic composition. The issues of statistical multiplexing and non-homogeneous flows can become quite complex and analytical analysis have been conducted in e.g. [57] and [58]. One can argue that the proper setting of \( u \) is a question of proper dimensioning. In [59], \( u \) is determined based on measurements of the variance (implicit by a virtual queue) and the average of the aggregate rate process. In this thesis a proper setting of \( u \) is out of scope.

2.5.2 The MBAC Estimation Process

The task of the MBAC estimation process is to estimate parameters based on observations of the aggregate rate process. Several estimation methods are proposed
in the MBAC literature and what to be measured depends on the parameters needed by the admission control algorithm.

Here, we only consider the measured sum algorithm. This algorithm needs the measurement $\hat{R}$, which is a measure representing an estimate of the current load of the system. To show how the measurement process may differ, we will present 4 methods of estimating this current load. The average rate, time-window average, maximal rate envelope and exponential moving average.

- $\hat{R}_w$ is the average rate: If the traffic arriving in a time interval $w = t - s$ is $A(s, t)$, then the arithmetic average rate is simply:

$$\hat{R}_w = \frac{A(s, t)}{t - s}$$

If the average is based on $t$ being the current time, it becomes a simple moving average.

- $\hat{R}_{tw}$ is the time window average: The measurement process originally designed for the measured sum algorithm is termed the time window [41]. In this scheme, time is slotted into slots of size $\tau$. After every time-slot the average rate over the slot is computed. After $k$ slots, $\hat{R}_{tw}$ is computed as the maximum average rate seen in a block $k\tau$. At the end of a time block, a new estimate replaces the old. When a new flow is admitted, the estimate is increased by the parameters requested by the new flow and the time window is restarted. If a newly computed average is above the currently estimated value, this estimated value is immediately raised to the new value.

- $\hat{R}_{env}$ is the average maximal rate envelope: This measurement process is used by the traffic envelope approach in [53]. In this case, time is also slotted into slots of size $\tau$ and the arriving rate in terms of number of bits arriving within a slot is recorded. The current maximal rate envelope, $R_{k1}$, is a set of rates representing the maximal rate envelope, based on $k$ such recordings. The definition and details of how to determine the maximal rate envelope is given in [53]. The average $\hat{R}_{env}$ over the past $m$ windows of length $w_k$ is then computed and used by the admission decision algorithm:

$$\hat{R}_{env} = \sum_{n=1}^{m} R_{k1}^n / m$$

- $\hat{R}_{ema}$ is the exponential moving average: There is a vast literature covering different methods of predicting the aggregate rate using recursive filters. A simple filter, is the exponential moving average (i.e. [47]). This filter works by adding most weight to the most recent measurement $\hat{R}_{new}$ (the average over an interval) and the average rate is determined according to

$$\hat{R}_{ema} \leftarrow (1 - \text{weight}) \cdot \hat{R}_{ema} + \text{weight} \cdot \hat{R}_{new} \quad (2.9)$$
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The parameter \textit{weight}, has a range from 0 to 1, and can be viewed as a history parameter. A value of one means no history included and as weight approaches 0, the estimate reflects very old states of the system.

A slightly more complex filter is the Kalman filter which includes measurement errors when predicting the state of the system. Most weight is then given to the measurement of least uncertainty, [38]. We also mention the Fractional AutoRegressive Integrated Moving Average (FARIMA) model [60] as a more advanced method of predicting system state. Prediction of system state can also be done experimentally using neural networks as in e.g. [61].

2.5.3 Tuning Parameters

The \textit{tuning} parameters are the adjustable parameters used by MBAC. As we have seen in the various admission control algorithms mentioned above, they all have a tuning parameters built into them. By varying a tuning parameter, an MBAC can be made more or less pessimistic. The measurement process in MBAC implies additional tuning parameters. For example, the measurement process, (2.9) includes two tuning parameters, the length of a measurement window \(w\) and the \textit{weight}. Also the \textit{time window} measurement process includes two tuning parameters. These are the length of the block and the length of the slots, where a discussion of the proper setting is given in [41]. The measurement process of the MBAC algorithm in [53] includes three tunable variables, the slot size, the measurement window and the number of measurement windows used to find the average and variance. The measurement process can be tuned to utilize the bandwidth in an efficient way under a particular traffic scenario. However, there is no answer as to how they should be re-tuned when the traffic scenario changes. There are attempts such as [62] and [63] to use varying window sizes that adapt with the traffic situation, which have shown to improve performance in some situations. The adaptive algorithm also has external tuning parameters that will depend on the traffic characteristics [40].

2.6 Robustness Issues

The most important requirement of MBAC is to ensure the requested QoS to the accepted flows in all situations. The robustness issues become a challenging task for MBAC since it relies on erroneous measurements. Measurement errors cause uncertainties in the admission decision. The consequence of this uncertainty will depend on flow rate characteristics, how often new flows arrive and how long the flows stay in the system.

2.6.1 The Certainty Equivalent Controller and the Ideal Admission Controller

In the case where the estimation process in Fig. 2.5 is completely removed and the MBAC is instead fed with the 'true' parameters of the aggregate rate of the
accepted flows, the result is an 'certainty equivalent' controller [40], [40].

- For a given MBAC algorithm, the 'certainty equivalent' admission controller, is an admission controller which uses the same admission decision algorithm as its MBAC counterpart but does not depend on measurements.

The certainty equivalent controller is merely an analytical concept as the true parameters are difficult to obtain in a realistic network environment, see Section 2.4. How well an admission controller performs is determined by how correctly the admission controller can make an admission decision. A requesting flow should be correctly accepted if the admission criteria (A.1) and (A.2) is fulfilled. Otherwise the flow should be rejected.

The certainty equivalent controller bases its decision on the behavior of stochastic processes and must rely on approximations. The decision of admitting or rejecting a flow will thus not always be correct.

The ideal controller can be seen as a psychic controller. It is a controller that can 'see' everything regarding flow characteristics. This controller has full control on the number of flows currently in progress and does not rely on approximations for determining how many flows can be accepted.

- The ideal controller, is an admission controller that always makes a correct admission decision.

In the case where flows are homogeneous, the ideal controller can be much simplified. The ideal controller is then the Quota algorithm [56]. This ideal controller accepts a flow as long as there are less than \( n_{max} \) flows in the system, where \( n_{max} \) is the maximum number of flows the system can handle. We define:

- The saturation case is the case where there is always a new flow waiting for admission and as soon as one accepted flow leaves, a new flow can be considered for admission immediately.

Based on the definition of the certainty equivalent controller, the ideal controller and the saturation case, the following can be stated:

- For the 'ideal' controller, the maximum utilization the system can handle or the system limit, is reached in the saturation case.

- For a given 'certainty equivalent' controller, the maximum utilization that can be achieved may be less than the system limit. However, it should never exceed this limit.

The ideal controller is merely an ideal concept and cannot be implemented in real systems. In a simulation environment when it is possible to have full control on all parameters the ideal becomes a realistic concept. The maximum utilization the system can handle is most easily found by increasing the number of flows until the loss probability requirement can no longer be met. The performance of
the certainty equivalent controller can be evaluated with respect to how well it can mimic the ideal controller. In [26] the performance is evaluated for different certainty equivalent controllers in the saturation case and the findings show that a number of admission controllers from the literature performs close to that of the ideal controller.

2.6.2 The MBAC Performance and the Loss-Load Curve

We start the discussion regarding MBAC performance by stating two questions that must be answered before an admission decision can be made:

- **Question1**: What is the maximum utilization that can be achieved while meeting the loss probability requirement?
- **Question2**: Is the current state of the system above or below the maximum utilization?

No matter how accurately an MBAC can answer Question1 it will be of little use if Question2 is not answered with a certain degree of confidence.

Given a certainty equivalent admission controller, if Question1 can be accurately answered, then we can conclude that the models used for predicting the loss probability are accurate, thus answering Question2 can be done with good confidence. For this reason, a performance measure such as the loss-load curve gives a good indication of the overall performance.

In this discussion it is first important to have a precise understanding of what utilization is:

- **Utilization is the average usage of the link or the proportion of time the link is in use. It is determined based on observing the long term average rate, which is then normalized to the link capacity.**

In [56], an extensive investigation has been conducted through simulation to compare several representative MBAC algorithms mainly focusing on providing answers to Question1. Two criteria are used for the investigation and comparison:

(C.1) The loss-load curve

(C.2) Ability to meet a QoS target

The loss-load curve is a curve which represents the loss probability that will result for a given load where the load is the long term average rate. The second criterion is used to evaluate how well an algorithm can meet its target service guarantee based on its associated tuning parameter.

A particular point on the loss-load curve is found by using the following procedure: For a given source model and loss probability, several simulation runs are performed where the MBAC is tuned differently in each run until the highest link utilization is reached.
In [56], it is found that each algorithm has nearly the same loss-load curve and shows similar deviation from the ideal controller. Figure 2.6, shows the loss-load curve of MBAC compared to the ideal controller based on the results in [56].

**Figure 2.6:** The loss-load curve to deduct the performance of MBAC

The somewhat, at first, surprising result holds across different traffic models including homogeneous exponential ON-OFF sources, Pareto ON-OFF sources, Star Wars traces and a mix of different ON-OFF sources, and heterogeneous sources. In addition, the loss-load curve in Fig. 2.6 shows that MBAC will regardless of the setting of the tuning parameters be unable to perform as well as an ideal controller [56].

Based on the results found, the following can be stated:

- *The loss-load curve should not be used as a performance metric for comparing different MBAC algorithms, since the same loss-load curve can generally be expected for each of them.*

For the second criterion, the QoS metric investigated in [56] is the loss probability. It is found in [56] that all algorithms are unable to achieve performance close to the targeted one in a consistent manner. In other words, none of the algorithms provides tuning parameters that are useful as performance targets. At best, these parameters can be seen as largely uncalibrated tuning knobs for increasing or decreasing network utilization. With this regard, the following conclusion is drawn in [56]:

- *None of the investigated MBAC algorithms in [56] can reliably match actual performance to targeted service guarantees. The ability of future algorithms to improve in this regard is an open question.*

Focusing only on Question1 is not sufficient when discussing the performance of MBAC. The problem lies in what time-scale the performance is based on:

- *The infinite time-scale* which is the time-scale used to measure long term performance over an infinite time horizon.
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- *The measurement time-scale* which is finite and used when predicting the current system state.

When performance related to Question1 is addressed, the infinite time-scale is considered. However in order to deduct the performance of the MBAC admission decision the time-scale of interest becomes the measurement time-scale. Before addressing the performance issues, we will first look more into the details of the admission decision.

2.6.3 The MBAC Admission Decision

An *ideal* controller will give perfect answer to both Question1 and Question2. If now the maximum utilization the system can handle is given, then the task of determining Question1 is removed and we can solely focus on Question2. The MBAC differs significantly from the *ideal* admission controller and we identify three causes that impact each other and together results in degrading effect on MBAC performance: 1) *measurement error*, 2) *timeliness*, and 3) *offered flow load*.

**Measurement Errors**

When measurements are repeated, different set of observations will yield different estimates of the average aggregate rate. The measurement error is defined as the deviation of the measured value $\hat{R}$ from the true value $E[R]$:

$$\delta = \hat{R} - E[R]$$ (2.10)

The statistics of the measurement error will be further discussed in Section 3.6.

**Admission Timeliness**

The *ideal* controller always has the current state of the system available. For MBAC it inevitably takes some time for a measurement to reflect the current state of the system. Given that the number of flows is kept constant, the state of the system can be estimated more and more accurately by observing the process over longer time. However, longer observation time means that the MBAC becomes less responsive to flow arrivals and departures. If most of the flows have left the system by the time the measurement is updated, the measurement is of little use.

The *admission timeliness* is a concept that arises in MBAC due to the measurement process and refers to the time it takes the admission controller to make an admission decision and the responsiveness to flow arrivals and departures. The *timeliness* depends on the measurement process and how the MBAC chooses to treat flow arrivals, the MBAC *strategy*.

(1) *An MBAC strategy is an MBAC decision strategy, which determines how an MBAC chooses to handle a new arriving flow.*
To give a simple illustration of timeliness and MBAC strategy consider an MBAC which bases its decision on measurements that are updated at regular time intervals as is illustrated in Fig. 2.7. The ideal controller can accept flows $f_1$ and $f_2$, as soon as they arrive. For MBAC, when flow $f_1$ arrives, the controller must thus decide if the flow should be accepted based on the most recent measurement or wait until a measurement is updated which results in an admission decision delay of $T_w$. For flow $f_2$, there are additional options of rejecting/accepting/waiting, where the choice of strategy will have consequences effecting the resulting loss-load curve and MBAC performance. (Chapter 6 gives a demonstration of how different admission control strategies affect MBAC performance.)

Whether $f_1$ is accepted immediately based on the most recent window or must wait for a new update, the issue of timeliness still exist for MBAC in the setting of the measurement window length. More advanced measurement methods, where the most recent measurement may always be made available, will still have timeliness issues related to parameters governing the history of the measurements.

The issue of timeliness becomes more profound as the arrival rate increases. If on the other hand, flows arrive very seldom and stay in the system for very long time, the timeliness issue becomes less of a concern. In this case, the number of flows will remain approximately constant for a time sufficient for measurements to become very accurate. The resulting loss-load curve will very closely coincide with that of the ideal controller.

**Offered flow load**

For the ‘psychic’ ideal controller, the long term average aggregate rate will reach the system limit, $u_c$ in the saturation case. An MBAC may be ‘tuned’ to produce a long term average rate for a certain offered flow load, the Erlang load (see Section 3.7). As the offered flow load increases the probability of false acceptance increases and more and more flows will be accepted in error. As the system approaches saturation, an MBAC will eventually operate in overload where the average aggregate rate, is consistently above the maximum $u_c$ and will approach the capacity of the link, $c$. This is sketched in Fig. 2.8.

An MBAC that is tuned to offer high utilization under normal loads, may not be able to withstand high offered loads. On the other hand, an MBAC which is tuned to handle extreme loads may behave too pessimistically under normal loads.

![Figure 2.7: The ideal controller accepts arriving flows as they arrive whereas this particular MBAC must wait for the measurement to be updated](image-url)
loads. To what extent a particular MBAC can handle varying offered loads, heavily depends on what MBAC strategy is employed. This is discussed further in Chapter 6.

2.7 Evaluating the performance of the MBAC Admission Decision

The MBAC loss-load curve inevitably deviates from the ideal. However, the loss-load curve cannot explain the reasons for this deviation. A network operator wishing to employ MBAC, may be more interested in knowing how to set the tuning parameters in order to reach a certain point on the loss-load curve. This question was raised as a serious concern in the work by Breslau et al [56]. To answer this question, understanding how the measurement error, timeliness and offered flow load impact the admission decision must be answered separately.

The loss-load curve is constructed based on observations over an infinite time-scale. An MBAC which alternates between being in a state of very heavy overload following a period of underload may produce the same loss-load performance as an MBAC which rarely accepts and rejects flows in error. One can ask the question: "Does an MBAC that often admits flows in error but operates at a higher overall utilization have a better performance than an MBAC which hardly ever accepts flows in error but at a cost of lower utilization?"

Performance measures based on long term averages cannot explain the performance of MBAC with respect to false acceptances and false rejections. This requires the understanding of what happens when the admission decision is being made and the measurement time-scale, must be considered.

Flow level performance measures are needed to identify what happens at flow level. The flow level performance measure blocking probability, is used for dimensioning in the classical telephone system and blocking probability has also

Figure 2.8: Long term average aggregate rate as the offered flow load increases, MBAC vs. ideal controller
been given some attention in admission control research related to packet switched networks. In the case where all flows are homogeneous, blocking probability is an indirect measure of utilization. When flows are non-homogeneous, the blocking probability can be used to study how a specific admission controller discriminates between flows that have different bandwidth requirements [58]. As a side, the authors in [64] notes that link utilization itself is not a good indicator of efficient usage of network resources as it ignores control overhead. They instead suggest that performance be measured by the flow level performance measures such as admittance probability, blocking probability and average call duration.

In this thesis we focus on Question2: Is the current state above or below the maximum aggregate rate the system can handle. Answering this question with a certain degree of confidence, requires knowledge of the accuracy of a single measurement which is taken over a window. The time-scale of interest is then the length of the measurement window. This measurement is used when making the admission decision. New flow level performance measures are defined that are specific to MBAC performance evaluation. As will be seen later in this thesis, these performance measures can be used to directly answer the question of how to reach a certain point on the loss-load curve and analytically explain why and by how much an MBAC will deviate from the performance of an ideal controller.

2.8 Previous work on Measurement Error

The fact that measurements are uncertain and should not be treated as the 'true' value, was already in early MBAC research flagged as a serious concern [65]. The focus has for a most part been on the accuracy related to: "How accurately can the maximum utilization be estimated with its corresponding loss probability or How accurately can the MBAC predict a certain loss probability? The estimation error is then minimized by tuning the measurement windows.

Work that considers the measurement error, can be grouped into work which takes the traffic correlation structure into account and work which does not, the memory-less approach. With the memory less approach it is either assumed that the MBAC itself is memoryless and bases the admission on the instant aggregate rate, such as the Bayesian approach in [33] or it is assumed that the traffic itself is memory-less such as in work done by Dziong et al [38] and Y.S. Sun et al [66].

Today’s Internet traffic possesses inherent correlation structures thus assuming memory less traffic behavior may only give limited insight into the measurement error. Correlation between samples is shown to additionally degrade performance [67]. In the literature we mention [27], [67], [34] and [40] as work which considers the estimation error and also takes correlation characteristics into account.

The COST-242 final report [27], represents an Adaptive MBAC based on instantaneous measurement of the total mean rate of the link. When the variance and mean rate of the rate process is assumed known, the measurement error is analytically stated upfront and incorporated into the MBAC algorithm. When the distribution of the number of flows is known, the method works quit well at predicting the effective bandwidth. For accurate results a long measurement
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window is required. Though the analytical analysis can be carried out when flows are non-homogenous, the efficiency of the method suggests a homogenous flow environment [27].

The randomness of measurement error and its accuracy has been studied in the asymptotic regime under heavy load and where the rate from a single flow is very small compared to the link capacity. By means of large deviation theory, the work in [67] analyzes the impact of measurement error on the packet loss rate. This analysis is used as a bases for studying how correlation between samples impact the resulting packet loss rate. The work in [53] uses conditional prediction by considering the correlation between successive measured traffic envelopes to make more accurate estimates of the loss probability. A study of a robust MBAC which emphasizes the impacts of estimation errors, measurement memory, call level dynamics and separation of time-scales is given in [34] and [40].

Linear filters such as the Kalman filter includes measurement errors when predicting the state of the system. Most weight is then given to the measurement of least uncertainty, [38].

Using a prediction model such as the Kalman filter is useful at predicting system state, based on several measurements. In this work we focus on the accuracy of a single measurement which is taken over a window where the number of flows does not change, e.i. the aggregate rate process is assumed stationary with a known distribution.

2.8.1 Accounting for Measurement Error when making the MBAC decision

How the measurement error actually affects the MBAC decision has been given little attention [39], however, there are efforts to incorporate this error into the MBAC decision process. We distinguish between two methods: 1) adding a Back-off strategy, and 2) adding a safeguard.

The back-off strategy

The Back-off strategy introduced in [65] and later adopted by [33] and [66], works by turning down subsequent arrivals after one flow has already been denied admission. When a flow has been rejected admission, no flows will be admitted until a flow has left the system. In reality it may not be possible to keep track of flow departures, [20], [40]. Alternatively, a deterministic wait can be added before another flow is accepted [37]. In the latch algorithm proposed in [66], the Back-off strategy is also induced when packet loss violation is registered.

The motivation for using the Back-off strategy is to reduce the probability that the MBAC will accept a flow due to under-estimation of the aggregate rate. It is analytically shown that the Back-off strategy is robust when the offered flow load is high [33].
Adding a Safeguard

The most common method of dealing with measurement error is by adding a safeguard to the decision algorithm to make up for the measurement error. A safeguard or spare bandwidth [38], is a slack in bandwidth which can be added to any MBAC algorithm. Basically it works by making some of the reserved bandwidth unavailable. For example, if the reserved average rate to the flows is $uc$, and the safeguard is $slack$, then the reserved bandwidth is reduced by this $slack$. In cases where the QoS requirement is used as an input to the algorithm, a safeguard is implemented by using a stricter QoS requirement which again translates to a slack in bandwidth, [40].

If the measurement error is not treated analytically, the safeguard is 'hidden' in the tuning parameter $u$, where $u$ is tuned to an 'optimal' setting based on simulations [56], [47], [68].

2.8.2 Call Level Dynamics and MBAC Performance

There has been limited work on seeking the understanding of the effect the flow dynamics have on measurement error. The distribution of accepted flows will depend on the offered flow load and the measurement error. Gibbens et al [33] use a decision-theoretic approach for call admission control to explicitly incorporate call-level dynamics into the model. A call is accepted if the instantaneous rate measurements are above a threshold. However, they do not specify how these measurements should be taken.

A critical time-scale dependent on flow lifetimes was defined in [34], [40]. However, in this work, the arrival pattern is excluded from the model and instead the focus is on an artificial saturation region with flows always available for admission and the blocking probability driven to infinity. In theory one could say that an infinite arrival rate of new flows gives the worst case in the sense that there always is a flow available for admission. We believe that it is of equal importance to understand how the arrival process affects performance.
Chapter 3

Measurement Error and MBAC Performance, Concepts and Definitions

MBAC uses measurements to capture the behavior of existing flows and uses this information together with some coarse knowledge of a new flow, when making an admission decision for the requesting flow.

A new flow should only be accepted if the admission controller can say yes to the following basic admission criteria (repeated from Chapter 2):

(A.1) Are there sufficient resources to meet the QoS requirement of the arriving flow?

(A.2) If the flow is accepted, will the QoS of the already accepted flows still be met?

Measurements are unavoidably inaccurate. This imperfection creates uncertainties which affect the MBAC decision process. The degree of uncertainty depends on flow characteristics, the length of the observation window and the flow dynamics. A flow that is accepted when it should have been rejected is denoted a false acceptance. A flow that is rejected when it should have been accepted is denoted a false rejection. Clearly, by answering yes to the above questions when the answer should have been no will put all the flows at risk of QoS violations. This wastes network resources and provides little utility to the end users. The measurement error may be highly significant, and can have a huge impact on the overflow probability [34] and there is great doubt of the practical application of an admission control scheme that does not consider this error [37]. An in-depth understanding of the measurements themselves and how they are affected by the underlying traffic is vital for the design of a robust MBAC.

In reality, the true value of the measurement is always unknown and in order to describe the measurement error and the consequence it will have on MBAC performance, this must be investigated theoretically.
In this chapter, the underlying assumptions regarding the analytical framework are given and the flow level performance measures are defined. When performing the analytical analysis, the underlying parameters are disclosed and the measurement error can be characterized.

### 3.1 The MBAC Behavior

Consider a network link of capacity \( c \) and Internet flows with real-time requirements competing for this resource.

The flows have a QoS requirement which can only be guaranteed as long as the average aggregate rate is at or below the limit \( uc \), where \( u, 0 < u < 1 \), is a tuning parameter. An optimal value for \( u \) depends on the flow characteristics. In this work, \( u \) is assumed a given constant and a discussion around its optimal settings is out of scope.

An MBAC is put in place to control access to this link and prevent the average aggregate rate from exceeding its upper limit, \( uc \). The behavior of the MBAC is as follows: The MBAC measures the average aggregate rate \( \hat{R} \) based on observations of the aggregate rate \( R(t) \) over a measurement window of size \( w \). This measurement replaces the measurement taken in the previous window. A new arriving flow carries with it a bandwidth requirement \( \xi \) which is fed to the MBAC. When a new flow arrives, it will be accepted if:

\[
\hat{R} + \xi \leq uc \tag{3.1}
\]

Otherwise the flow is lost. Additional flows arriving within the measurement window are also denied admission.

This MBAC algorithm is simple and also representative because different MBAC schemes can be mapped to this algorithm [56]. Notice however, that the MBAC algorithm uses the mean rate of the arriving flow as opposed to the peak rate more commonly used in the literature. Assuming peak rate, \( r \), of the arriving flow, adds a pessimism to the MBAC which can be translated to subtracting \( uc \) with a slack bandwidth of size \( r - \xi \). Fig. 3.1 shows an example where two flows, \( f_1 \) and \( f_2 \) arrive within the same interval. According to the MBAC behavior, flow \( f_2 \) will be rejected. Flow \( f_1 \) will be accepted or rejected according to the

![Figure 3.1: Relationship between measurement window updates and flow arrival times. Here flow \( f_1 \) is accepted if \( \hat{R} + \xi \leq uc \) and flow \( f_2 \) will be lost.](image)
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MBAC algorithm based on the most recent measurement update. In order to do the analytical analysis, assumptions regarding the underlying traffic are needed. In the following sections, we will give the analytical assumptions and background used in the remainder of this thesis.

3.2 Traffic Modeling

For the analytical analysis it is useful to model the traffic at different time-scales and we distinguish between the rate level, where the measurements are done and the flow-level where the admission decision is made, see Fig. 3.2. At the flow level, the number of flows \( N(t) \), the flow level dynamics, varies with time due to flow arrival and departures. The aggregate rate \( R(t) \), the rate level dynamics, varies with time due to both the varying number of flows and also due to the variable rate process of the individual flows.

When aggregating a large number of flows, the aggregate rate can be assumed normally distributed. It is not possible to give a hard number on the exact number that is required as this depends on the statistics of the individual flows. According to [69] the normal assumption is safe, even when the number of flows is only a 'few tens'.

The flow level dynamics are governed by the Distribution of flow lifetimes and the flow Arrival Processes and in addition, the MBAC admission algorithm. The MBAC admission decision makes its decision based on measurements done at the rate level which again affects the flow level dynamics. Note that this is

![Figure 3.2: The aggregate rate process \( R(t) \) and number of flows \( N(t) \) vs time](image)

(Insert image here)
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fundamentally different from the traditional telephone system, where the rate level is not a decision parameter.

When describing an individual flow we distinguish between flow level characteristics and rate level characteristics.

3.2.1 Flow Level Characteristics

The distribution of flow lifetime and arrival process characterizes a flow at flow level.

Distribution of Flow Lifetime

A flow, when accepted by the MBAC, stays in the system for a lifetime $T_L$. In this thesis we will assume that flow lifetimes are negatively exponentially distributed with mean, $1/\mu$. However, the analytical framework we define holds for arbitrary distributions of flow lifetimes as long as the mean lifetime is known.

Arrival Process

Flows arrive following a Poisson process with parameter $\lambda$. The Poisson assumption is reasonable in the case for Internet flows, at least for the flows belonging to the category of streaming flows [35], [70]. In fact [71] points out that the assumption of Poisson arrival process of flows is one of the few assumptions that hold in a very wide range of environments. The Poisson assumption will thus be made throughout this thesis.

3.2.2 Rate Level Characteristics

All flows are taken to be independent and at the rate level, it is assumed that the flow rate process $K(t)$ is a stationary rate process and can be described by its:

- mean, $\xi$
- peak rate, $r$
- variance, $\sigma^2$
- burstiness, $B$: Given the peak rate and mean rate of the rate process, we define in accordance with the ITU-T definition, the flow burstiness as the ratio of the peak to mean rate [72]:

$$ B = \frac{r}{\xi} \quad (3.2) $$

A source is said to be bursty when $B \geq 2$. 36
• auto-covariance function, $\rho(\tau)$: The auto-covariance function is given by:

\[
\rho(\tau) = \text{cov}(K(t), K(t + \tau)) = E\{(K(t) - E[K(t)])(K(t + \tau) - E[K(t + \tau)])\} = E[K(t)K(t + \tau)] - \xi^2
\] (3.3)

• auto-correlation function, $\Psi(\tau)$: The auto-correlation function is given by:

\[
\Psi(t) = \frac{\text{cov}(K(t), K(t + \tau))}{\sigma^2}
\] (3.4)

### 3.3 Traffic Classes and System State

To distinguish between different types of flows, the concept of traffic classes is often used in the literature, see for example [65] and [73]. Specifically, let there be $k$ classes of flows, where the members of a given class are those with the same values of their traffic parameters, see Fig. 3.3. In our definition flows belong to

![Figure 3.3: A system with $k$ classes of flows](image)
the same particular class $i$, if they have the same flow level characteristics and rate level characteristics. In a system where all flows belong to the same class, the flows are said to be homogeneous.

The system state is described by the current number of flows. If the system consists of homogenous flows, the system state is the number of flows $N = n$. In a system with several classes of flows, the state vector $N = n = (n_1, n_2, ..., n_k)$ describes the current state of the system, the number of accepted flows from each class.

### 3.4 Measurements

We define in accordance with the field of metrology, *measurement* as the process of experimentally determining the value of a *measurable quantity* [74].

The MBAC observes the aggregate rate process $R(t)$ which is a stochastic process. An *observation* of the stochastic rate process is a random variable and a set of observations constitute a *sample*. In statistics, an *estimator* is a function, which takes as input a set of observations and produces an estimate of the parameter of interest.

For the MBAC under consideration, the *unknown* parameter of interest is the mean aggregate rate $E[R]$. It is assumed that the mean exists. The instantaneous aggregate rate and the average aggregate rate over an interval are two unbiased estimators of the mean rate. Both are measurable quantities, the latter has less variance. The average aggregate rate can be found based on *discrete* observations or *continuous* observation.

#### 3.4.1 Observation Method 1: Equidistant Sampling

Consider the individual flow rate process $K(t)$ in Fig. 3.4, which is covariance stationary with covariance $\rho(\tau)$ and mean $\xi$. The process is observed every time...
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slot $\Delta$, where $X_i$ is the observation at the end of time slot $i$. A measurement window $w$, consists of $m$ observations of the process, $w = m\Delta$, see Fig. 3.4.

With equidistant sampling, an instant sample of the rate $K(t)$ is taken at every $t = \Delta i$. $X_i$ is the sampled rate at the end of time slot $i$ given by $X_i = K(t_i)$. The measured sample $X = X_1, X_2, ..., X_m$ will be identically distributed but correlated observations, where the $X_i$s have a sample mean, $\hat{K}$ given by

$$\hat{K} = \frac{1}{m} \sum_{i=1}^{m} X_i$$

(3.5)

The sample mean is an *unbiased* estimator since $E(\hat{K}) = \xi$.

A general expression for the variance of $\hat{K}$, $Var(\hat{K})$, is given by [75]:

$$Var(\hat{K}) = E[(\hat{K} - \xi)^2]$$

$$= \frac{1}{m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} E[(X_i - \xi)(X_j - \xi)]$$

(3.6)

and with a covariance stationary process:

$$Var(\hat{K}) = \frac{1}{m^2} \sum_{h=1-m}^{m-1} (m-|h|)\rho(h)$$

(3.7)

3.4.2 Observation Method 2: Continuous Observation

The best estimate of the mean rate is found by continuous observation over the window. Analytically this is done by letting the sampling rate go towards infinity.

Let now $\Delta \to 0$ and $m \to \infty$ keeping the product $m\Delta$ constant such that $t_i = i\Delta \Rightarrow t$ then:

$$\hat{K} = \frac{1}{m} \sum_{i=1}^{m} X_i \Rightarrow \lim_{\Delta \to 0 \mid w=m\Delta} \frac{1}{m} \sum_{i=1}^{m} X_i = \frac{1}{w} \int_{0}^{w} K(t)dt$$

(3.8)

Using limit considerations known from the literature, the variance of the time average, $\xi^2(w)$ can be found:

$$\xi^2(w) = \lim_{\Delta \to 0 \mid w=m\Delta} Var(\hat{K})$$

$$= \lim_{\Delta \to 0 \mid w=m\Delta} \left( \frac{\Delta}{w} \right)^2 \sum_{i=1-m}^{m-1} (m-|i|)\rho(t_i)$$

$$= \frac{1}{w^2} \int_{-w}^{w} (w-t)\rho(t)dt$$

$$= \frac{2}{w^2} \int_{0}^{w} (w-t)\rho(t)dt$$

(3.9)
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Note that $\zeta^2(w)$ only depends on the window size and the auto-covariance function $\rho(t)$. We will in general write $\zeta^2$ as a function of $w$, however it is also a function of $\rho(t)$ which again includes several other parameters.

In the remainder the mean rate is always estimated by means of continuous observation.

3.5 Measurements to Assess the Mean Aggregate Rate

Let the vector $N = n = (n_1, n_2, ..., n_k)$ describe the current state of the system, the number of accepted flows from each class. Conditioned on the system being in a particular state $n$ and the mean of the aggregate process is:

$$\xi_n = \sum_{i=1}^{k} n_i \xi_i$$ (3.10)

A measurement of the average aggregate rate is then found by conditioning on the system being in a particular state $n = (n_1, n_2, ..., n_k)$. An estimate of the aggregate mean is then:

$$\hat{R} = \sum_{i=1}^{k} \sum_{j=1}^{n_i} \frac{1}{w} \int_{0}^{w} K_j(t)$$ (3.11)

The covariance of the aggregate rate is $\sum_{i=1}^{k} n_i \text{cov}(K_i(t), K_i(t+\tau))$ and inserting into (3.9), the expression for the variance of the time average of the aggregate is:

$$\zeta_n^2(w) = 2 \int_{0}^{w} (w - t) \sum_{i=1}^{k} n_i \text{cov}(K_i(t), K_i(t+\tau))dt$$ (3.12)

For the homogenous case $\xi_n = \xi_n = n\xi$ and (3.13) and (3.12) is simplified and in state $N = n$:

$$\hat{R} = \sum_{j=1}^{n} \frac{1}{w} \int_{0}^{w} K_j(t)$$ (3.13)

$$\zeta_n^2(w) = n\zeta^2(w) = n \frac{2}{w^2} \int_{0}^{w} (w - t)\rho(t)dt$$ (3.14)

3.6 Measurement Uncertainty

Measurement error is the deviation of the measured value $\hat{R}$ from the true value $E[R]$. In this work, the observations of the aggregate rate process are perfect. We only consider the random error due to the underlying stochastic process. The uncertainty of the measurement is a measure of the measurement error. It is characterized by a confidence interval which is an interval in which the true value lies with a certain probability. To describe the perfection or quality of a
measurement, measurement accuracy reflects how close the measurement is to the true value [76]. Accuracy can also be described quantitatively taking into consideration the relative measurement error, $\delta/E[R]$. In this thesis accuracy is characterized indirectly by the measurement error or the uncertainty. For example, reducing the confidence interval gives rise to more accurate measurements.

Consider a measurement done in state $n = (n_1, n_2, \ldots, n_k)$. When the number of flows is in the order of a few tens [69] (e.g. 30 flows), the aggregate rate is approximately normally distributed, thus also $\hat{R} \sim N(\xi_n, \zeta_n^2(w))$. As long as there are no single flow that dominates the entire link, the assumption of the aggregate being normally distributed holds also for the non-homogeneous case [40]. This assumption will be made here. The uncertainty of this measurement can then be described by the $1 - \varepsilon$ confidence interval:

$$\hat{R} - z_{\varepsilon/2} \zeta_n(w) \leq \xi_n < \hat{R} + z_{\varepsilon/2} \zeta_n(w)$$

where $z_{\varepsilon/2}$ is the $(1 - \varepsilon/2)$ quantile of the normal distribution.

It is intuitive to think that in order to achieve a certain confidence level, all that is needed is to increase the window size. However, in order for the above estimate to hold, the requirement is that no flows leave during the window, i.e. the aggregate rate process is stationary with a known distribution. Otherwise the actual estimate becomes incorrect. The flow lifetime therefore sets an upper limit for the window size.

The coefficient of variation (CV) is a normalized measure of dispersion. This measures characterizes the relative measurement error. For a non-zero mean $\xi$ and variance $\sigma^2$, CV is given by:

$$CV = \frac{\sigma}{\xi} \quad (3.15)$$

### 3.7 Flow Level Traffic Concepts and Performance Measures

Consider just one class of flows. New flows arrive with arrival rate $\lambda$ and if accepted stay in the system for a lifetime with mean $1/\mu$. At the flow level, the offered traffic or equivalently the offered flow load is the Erlang load [15] denoted by $A$. This is the expected number of simultaneous flows if there is no lost traffic and it is given by:

$$A = \frac{\lambda}{\mu} \quad (3.16)$$

Measurement errors cause flows to be accepted such that the average aggregate rate exceeds $uc$. In this case, the traffic that is carried by the system can be considered useless traffic. Only traffic that is carried when the average aggregate rate is at or below the target bandwidth $uc$ is useful traffic. The traffic concepts used in this thesis are shown in Fig. 3.5. False rejections increase the blocking probability and decrease the useful traffic. False acceptances increase the useless traffic. For analyzing the performance of MBAC, we define the following flow level performance measures:
3.7. Flow Level Traffic Concepts and Performance Measures

![MBAC admission decision diagram](image)

**Figure 3.5:** Relation between offered traffic, lost traffic, carried useful traffic and carried useless traffic

- **Probability of False acceptance**, \( P_{FAcc} \), is the probability of accepting a flow when it should have been rejected.

- **Probability of False rejection**, \( P_{FRej} \), is the probability that an arriving flow is rejected when it should have been accepted.

- **Probability of Correct rejection**, \( P_{CRej} \), is the probability that an arriving flow is correctly rejected.

- **Probability of rejection due to multiple arrivals**, \( P_{Mrej} \), is the probability that a flow is rejected due to previous arrival(s) within the window of size \( w \):

\[
P_{Mrej} = \int_{0}^{w} (1 - e^{-\lambda t}) \frac{dt}{w} = 1 + \frac{e^{-\lambda w} - 1}{\lambda w} \quad (3.17)
\]

- **Blocking probability**, \( P_B \), is the probability that an arriving flow is rejected.

\[
P_B = P_{FRej} + P_{CRej} + P_{Mrej}
\]

- **Carried useful traffic**, \( A_{useful} \), is the traffic that is carried when the system is at or below its target bandwidth.

- **Carried useless traffic**, \( A_{useless} \), is the traffic that is carried when the system is above the target bandwidth.

- **Lost Traffic**, \( A_{lost} \), is the traffic that is not accepted by the MBAC.

- **Probability of useless traffic**, \( P_{useless} \), is the fraction of time the system is carrying useless traffic.

In an ideal system without measurement error, \( P_{FAcc} = 0 \) and \( P_{FRej} = 0 \), and all traffic that is carried is useful traffic.
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3.8 Rate model: The ON-OFF source model

The ON-OFF process $I(t)$ is a process that alternates between the values 0 and 1. The source is then described as either being ON ($I(t) = 1$) or in an OFF ($I(t) = 0$) state. The ON and OFF periods ($T_{ON}$ and $T_{OFF}$) are independent and identically distributed positive random variables, see Fig 3.6. A source of variable bit-rate can be modeled by an ON-OFF rate process, $K(t) = rI(t)$, where $r$ is the peak rate of the source. This ON-OFF model is very realistic in the sense that in a packet switched network, a link is either busy or idle where the rate in the busy state is given by the link capacity. ON-OFF source models are simple and flexible and can represent a wide range of sources such as voice, video and long-range dependent traffic [77], and are much used in loss performance analysis [65], [33] [68]. Among traffic sources with the same mean and peak rate, ON-OFF sources are very useful for performance studies as they are shown to cause the worst case behavior with respect to packet loss probability [65] [68].

The probability that an ON-OFF source is ON is given by its activity parameter $p$ [65]:

$$p = 1/B = \frac{\text{mean rate}}{\text{peak rate}} = \frac{m}{r} \quad (3.18)$$

When sampling the stationary ON-OFF source continuously over the measurement window, the time average is given by:

$$\hat{K} = \frac{1}{w} \int_0^w K(t)dt = \frac{r}{w} \int_0^w I(t)dt \quad (3.19)$$

The variance of the time average is given by:

$$\zeta^2(w) = \frac{2}{w^2} \int_0^w (w - t)\rho(t)dt = \frac{r^2}{w^2} \text{var} \left( \int_0^w I(t)dt \right) \quad (3.20)$$

The MMRP ON-OFF process

When developing a source model, the two-state Markov modulated bit-rate process (MMRP) is attractive because of its analytically tractability. This source model can be used to model both speech sources and video sources [78]. For this model,
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the state durations $T_{ON}$ and $T_{OFF}$ follow a negative exponential distribution with mean $1/\alpha$ and $1/\beta$ respectively. The time constant for this rate process is $1/\alpha + 1/\beta$.

Key measures for an ON-OFF source are:

- **activity parameter, $p$:**
  
  $$p = \frac{\alpha}{\alpha + \beta} \quad (3.21)$$

- **mean, $\xi$:**
  
  $$\xi = r \frac{\alpha}{\alpha + \beta} \quad (3.22)$$

- **variance, $\sigma^2$:**
  
  $$\sigma^2 = r^2 p (1 - p) \quad (3.23)$$

- **auto-covariance function, $\rho(\tau)$:**
  
  $$\rho(\tau) = \text{cov}(K(t), K(t + \tau)) = \sigma^2 e^{-\tau(\alpha + \beta)} \quad (3.24)$$

- **auto-correlation function, $\Psi(w)$:**
  
  $$\Psi(w) = \frac{\text{cov}(R(t), R(t + w))}{\sigma^2} = e^{-w(\alpha + \beta)} \quad (3.25)$$

- **variance of the time average, $\zeta^2(w)$:** The expression for the variance of the time average is:
  
  $$\zeta^2(w) = \frac{2}{w^2} \int_0^w (w - t) \rho(t) dt$$
  
  $$= \frac{2r^2 \alpha \beta}{w^2(\alpha + \beta)^3} \left( w - \frac{1}{\alpha + \beta} (1 - e^{-w(\alpha + \beta)}) \right) \quad (3.26)$$

The auto-correlation increases remarkably as the time constants increase, that is, $\alpha + \beta$ decreases. This is shown in Fig. 3.7(a).

$\zeta^2(w)$ approaches 0 as the window size increases. The size of $\zeta^2(w)$ depends on the peak rate $r$, the sum $\alpha + \beta$ and also the ratio between $\alpha$ and $\beta$. The value of $\zeta^2(w)$ increases fast as the peak rate $r$ of the sources increases.

Processes with long time constants ($\alpha + \beta$ small), have a large value of $\zeta^2(w)$, resulting in less accuracy.
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Figure 3.7: (a) The Autocorrelation $\Phi(w)$ as the window size, $w$, increase. (b) The variance of the time average $\zeta^2(p)$ for different $\alpha + \beta$ as $p$ varies, when $w = 5$ s, $r = 10$ Mbps

Keeping $\alpha + \beta$ constant and $r = 10$ Mbps, $\zeta^2(w)$ reaches its maximum value when the activity parameter $p = 0.5$ (or for burstiness $B = 2$). This is shown in Fig. 3.7(b) for a window size of $w = 5$ s.

The coefficient of variation $\zeta_{CV}$ characterizes the relative measurement error, and with the same settings as above, $\zeta_{CV}$ is shown in Fig. 3.8.

Figure 3.8: The coefficient of variation $\zeta_{CV}$, for different $\alpha + \beta$ as $p$ varies, when $w = 5$ s, $r = 10$ Mbps

3.9 Simulation

We use trace based simulations to check the analytical formulas. All Simulations are implemented in DEMOS (Discrete Event Modeling on Simula) [79]. Each point in the simulation is generated based on several simulation runs with different seeds. The data gathered during a transient period of each run was discarded. The simulation times where set long to ensure high accuracy in the data collected. The 95 % confidence interval is included in the plots. However, in most cases the interval is negligible.
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Quantifying the Uncertainty in Measurements

The quality of measurements are improved when they are taken over a longer measurement window. However, flows leaving within the window result in flawed estimates, thus the flow lifetimes set an upper limit for the window size. Given this window size, how confident can we be that this is not a false acceptance? To make up for the measurement error, the reserved bandwidth for the flows must be reduced by some slack to act as a safeguard. But how large should this slack in bandwidth be?

The objective of this chapter is to provide answers to the above questions by means of analytical analysis of a system with homogeneous flows. In the analysis, the flow level dynamics such as arrival rates and flow lifetimes are not considered and it is assumed that no flows are admitted or depart from the network during the measurement window.

The chapter is organized as follows: Section 4.1 provides the system model with assumptions. The estimation error is treated in detail in Section 4.2. Section 4.3 presents an analytical evaluation, a Simulation Study is given in Section 4.4 before the conclusion is given in Section 4.5.

4.1 System Model and Assumptions

The system under study is described in Section 3.1 and assumptions regarding the flows are given in Section 3.2.

A mix of flow classes will cause increased complexity for the MBAC algorithm and the measurement process. To simplify, only the homogenous case where flows belong to the same class will be considered in this chapter. With the knowledge of the mean aggregate rate of the individual flows $\xi$, the current average aggregate rate can be specified by the current number of flows. The maximum number of flows the system can handle, the system size, is thus $n_{max} = uc/\xi$. 
4.2 Measurement Error and Provisioning

In the following a detailed analysis of the estimation error will be presented to give an in-depth understanding of the accuracy of the measurements. A new flow is accepted based on measurements over a complete measurement window \( w \) and we shall assume that flows do not leave during this window. Each flow has a rate process \( K_i(t) \) with mean \( \xi \).

With \( N = n \) flows in the system,

\[
\hat{R} = \sum_{i=1}^{n} \frac{1}{w} \int_0^w X_i(t) \, dt
\]

is an estimator of the aggregate mean \( n\xi \). According to the MBAC algorithm, as long as \( \hat{R} \leq \xi n_{\text{max}} - \xi \), a new flow will be admitted. When \( N = n_{\text{max}} \), additional flows should be rejected but due to measurement error, underestimation of the aggregate rate will cause a flow to be admitted erroneously and constitutes a false acceptance. The probability of false acceptance for a flow, \( P_{\text{FAcc}} \), depends on the state probabilities and thus requires the inclusion of flow dynamics which will be considered in Chapter 5. Here we will only consider a static system remaining in state \( n_{\text{max}} \), excluding the impact of flow dynamics. The requirement is to keep the probability of a false acceptance in state \( n_{\text{max}} \) below a performance target value \( \varepsilon \).

Conditioning on being in the state \( n_{\text{max}} \) the conditional performance target can be written:

\[
P(\text{FAcc} \mid n_{\text{max}}) = P(\hat{R} + \xi \leq \xi n_{\text{max}} \mid N = n_{\text{max}}) \leq \varepsilon \quad (4.1)
\]

The probability of underestimating the aggregate mean rate increases as the measurement window size decreases. Because the measurement window size in general is very limited, it may be impossible to meet the required performance target given in (4.1). To cope with this problem, we make some of the bandwidth unavailable by introducing a slack in bandwidth. This slack in bandwidth works as a safeguard and has a size \( l\xi \), where \( l \) is the number of levels and \( \xi \) is the size of one level. When the slack bandwidth is added, a new flow is only accepted if:

\[
\hat{R} + \xi \leq \xi n_{\text{max}} - l\xi , \quad l = 0, 1, \ldots n_{\text{max}} \quad (4.2)
\]

The performance requirement is rewritten:

\[
P(\hat{R} + \xi \leq \xi n_{\text{max}} - l\xi \mid N = n_{\text{max}}) \leq \varepsilon , \quad l = 0, 1, \ldots n_{\text{max}} \quad (4.3)
\]

The task is now to determine the size of the safeguard in terms of number of levels, \( l \). This requires the distribution of \( \hat{R} \), see Section 3.5. With the assumption that \( \hat{R} \sim N(n\xi, n\xi^2(w)) \) and conditioned on being in state \( N = n_{\text{max}} \) we have that:

\[
\left( \frac{\hat{R} - \xi n_{\text{max}}}{\sqrt{n_{\text{max}}} \xi(w)} \right) \leq z_\varepsilon = 1 - \varepsilon \quad (4.4)
\]
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where \( z_\varepsilon \) is the \( \varepsilon - \text{quantile}, F(z_\varepsilon) = 1 - \varepsilon \). Rearranging the terms gives:

\[
P(\hat{R} \leq \xi_{n_{\text{max}}} + \sqrt{n_{\text{max}}}\zeta(w)z_\varepsilon) = 1 - \varepsilon
\]  

(4.5)

and due to symmetry in the normal distribution:

\[
P(\hat{R} \leq \xi_{n_{\text{max}}} - \sqrt{n_{\text{max}}}\zeta(w)z_\varepsilon) = \varepsilon
\]  

(4.6)

Comparing (4.6) and (4.3), the performance target (4.1) will be met if \( l \) and \( \zeta(w) \) satisfy:

\[
\xi(l + 1) = \sqrt{n_{\text{max}}}\zeta(w)z_\varepsilon
\]  

(4.7)

Since \( l \), is an integer, the requirement can be expressed:

\[
l + 1 = \left\lceil \frac{\sqrt{n_{\text{max}}}\zeta(w)z_\varepsilon}{\xi} \right\rceil
\]  

(4.8)

For a given quantile and known \( \zeta(w) \), this equation determines the required number of levels, \( l \), in the refined admission control algorithm (4.2).

With the introduction of levels, there will be a region between \( n_{\text{max}} \) and \( n_{\text{max}} - l \) where a flow may be admitted in error according to the condition given in (4.2) but will not necessarily be a false acceptance. We define the region between \( n_{\text{max}} \) and \( n_{\text{max}} - l \) the critical region and we define a Hazardous Acceptance to be the act of admitting a flow when the number of accepted flows is above \( n_{\text{max}} - l \), see Fig. 4.1. Note again that (4.3) gives the probability of false acceptance conditioned on the system being in state \( N = n_{\text{max}} \).

**Figure 4.1:** Illustration of the critical region

4.2.1 Rate Correlation Between Measurement Windows

The above error analysis does not take into consideration the correlation that may exist between consecutive measurement windows. Acceptance or not is
4.3. Case Study using MMRP sources

solely governed by the constellation of the sources through their rates. If a false acceptance occurs another false acceptance is more likely to occur if there is correlation in the rate process at those two instances. This correlation depends on the time constants of the sources, the flow arrival process and the window size. The auto-correlation between two consecutive measurement windows of size \( w \) is given by:

\[
\Phi(w) = \frac{\text{cov}(R(t), R(t+w))}{\text{var}(R(t))}
\]  

(4.9)

Correlated measurement windows and the effect this will have on the probability of false acceptance will be demonstrated with an example in the next section.

4.3 Case Study using MMRP sources

In this section we shall study the probability of false acceptance and evaluate the formula (4.8) when the flows are modeled as two-state MMRP sources. This source type is described in Section 3.8.

4.3.1 Provisioning to Control the Probability of False Acceptance

The focus is on a system that is in state \( N = n_{\text{max}} \). Accepting another flow in this state and the system can no longer guarantee QoS to the flows. The task is now to keep \( P(\text{FAcc} | N = n_{\text{max}}) \) below the conditional performance target \( \varepsilon = 0.025 \). A slack in bandwidth can make up for the measurement error and the relationship between \( P(\text{FAcc} | N = n_{\text{max}}) \), slack bandwidth \( \xi \), variance of the time average \( \zeta^2(w) \) and system aggregation size \( n_{\text{max}} \) is given by equation (4.8).

Setting \( w = 5 \) s, \( r = 10 \) Mbps and \( n_{\text{max}} = 50 \), Fig. 4.2(a) shows how the number of levels increases as the activity parameter \( p \) approaches 0. This is as would be expected; bursty sources (see Section 3.8) are more difficult to handle. Fig. 4.2(a) may be somewhat misleading. One level will have a size corresponding to the mean value of a flow. When the burstiness increases, the mean value decreases. However, since \( n_{\text{max}} \) is kept constant, also the value of \( u_c \) decreases, so the relative values will be comparable. In Section 4.3.2, this will be further discussed.

As \( n_{\text{max}} \) increases, the impact of one single flow on the aggregate will be reduced. This causes again an increase in \( P(\text{FAcc} | N = n_{\text{max}}) \) as the difference between \( n_{\text{max}} \) and \( n_{\text{max}} + 1 \) becomes more and more negligible. To state this another way, the size of the critical region must be increased when the system size \( n_{\text{max}} \) goes up to keep the level of confidence at a certain value. As an illustration, with \( w = 5 \) s, \( r = 10 \) Mbps and \( \alpha = \beta = 2 \) s\(^{-1} \), Fig. 4.2(b) shows how the required number of levels increases as the system size increases.
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4.3.2 Assuming Worst Case Behavior of Arriving Flows and No Safeguard

In the following we would like to investigate the performance of the MBAC with respect to $P(FAcc | N = n_{max})$ when it is assumed that the new arriving flow will behave in the worst case scenario, that is, the sending rate is constant at peak rate $r$. A new flow with peak rate $r$, is then accepted according to the MBAC algorithm if:

\[ \hat{R} + r \leq uc \]  \hspace{1cm} (4.10)

Assuming $r$ for the incoming flow as opposed to just the mean rate $\xi$ adds a pessimism to the algorithm. Since $\xi$ is the size of 1 level, then $r$ is equivalent to $r/\xi$ levels. Viewing it this way, we now let $l$ be a non-integer value. For example with $\alpha = \beta$, then $r$ corresponds to two levels and will be equivalent to one level of reduction. As the burstiness increases, the number of levels "built into" $r$ also increases, thus there will be a "naturally" added pessimism as a source becomes more bursty. Will this pessimism be sufficient to protect a system from bursty sources? Let $uc = 100$ Mbps and let $r = 10$ Mbps. Then the number of sources that can be multiplexed, the system size $n_{max}$, will depend on the flows’ activity parameter $p$. In the following $\alpha + \beta = 4$ s$^{-1}$, $w = 5$ s and then $p$ is varied. Since the number of flows must be an integer, then depending on the burstiness, $1/p$, the actual $uc$ achieved may be less than 100. In this example we disregard the fact that $n$ can take on only integer values. Fig. 4.3(a) shows how the probability of false acceptance increases as $p$ approaches 0 (the burstiness increases). Bursty sources will thus require a much larger safeguard to protect against false acceptance.

Processes with long time constants ($\alpha + \beta$ small) increase the value of $\zeta^2(w)$ resulting in less accuracy. In the following, let $\alpha = \beta$. With the above settings, this implies that $\xi = 5$ Mbps and $n_{max} = 20$. As can be seen in Fig. 4.3(b), the probability of false acceptance increases rapidly as the time constant increases.
4.4. Comparison with Simulation

To check the defined analytical expression (4.8) and see the effect of correlation between consecutive windows we use simulation. In the following simulations, we use a safeguard of size $\xi_l$, where $l = 1$.

4.4.1 Required Number of Flows

For the measurement error analysis, the assumption is that the time average is normally distributed. If the aggregate rate is normally distributed, then also the time average will be normally distributed. In the following we are interested in finding the minimum number of flows that can be multiplexed while still complying to the formula (4.8). Let the MMRP sources have parameters $\alpha = 1 \text{s}^{-1}$, $\beta = 4 \text{s}^{-1}$ and $r = 25\text{Mbps}$. We vary the window size and let new flows always be available for admission, however we do not let the system enter the states above $n_{\text{max}}$.

Fig. 4.4(a)-4.4(f) show the simulated result together with the theoretically predicted values for different aggregation values, $n_{\text{max}}$. The assumption that $\hat{R}$ is normally distributed seems to result in a good approximation for the probability of false acceptance even when the aggregation level is only 3 flows. As the measurement window is reduced below $w = 2 \text{s}$, the simulated values deviates from the theoretically predicted value. This is due to correlation between measurement windows and is discussed next.

4.4.2 Correlation Between Window Measurements

Positive correlation increases the probability of false acceptance beyond what is theoretically predicted by (4.8). To demonstrate this fact, we run simulations where $r = 2 \text{Mbps}$, $n_{\text{max}} = 20$ and with different values of $\alpha + \beta$. Fig. 4.5(a)-4.5(d) shows how the probability of false acceptance, $P(F\text{Acc} \mid N = n_{\text{max}})$, varies with
Figure 4.4: The performance measures $P(F\text{Acc} \mid N = n_{max})$ for different system sizes $n_{max}$, as the measurement window size, $w$ increases.

It is evident that as the time constants increase thereby increasing the correlation between consecutive windows, also the probability of false acceptance increases. According to these simulations, in order to be able to neglect the correlation effect, the measurement window size should be at least $(1/\alpha + 1/\beta)$ s.

### 4.4.3 Sensitivity of the Distribution to the Parameters in the ON-OFF process

In the following we use simulation to study ON-OFF sources with Pareto distributed ON-OFF times and how this affects the probability of false acceptance.
4.4. Comparison with Simulation

The Pareto distribution has a heavy tail described by two parameters; location and shape. If the shape parameter is less than 1, the distribution has infinite mean and if the shape parameter is less than 2, the distribution has infinite variance. The Pareto distribution is much used when representing Internet sources and for performance evaluation of MBAC algorithms, e.g. [80]. An aggregation of Pareto ON-OFF sources is known to generate long range dependent series [80]. We will study two different scenarios with Pareto sources, one where the shape parameter is 1.2 and one with the shape parameter 2.1. The MMRP sources with negative exponential distributed ON-OFF times with $1/\alpha = 1/\beta = 0.5$ s, will serve as a benchmark. The source models with the respective parameters are shown in Table 4.1. All sources have the same peak rate and burstiness.

**Table 4.1: Source types with parameters**

<table>
<thead>
<tr>
<th>Source name</th>
<th>shape</th>
<th>mean ON</th>
<th>mean OFF</th>
<th>peak rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>NegExp</td>
<td>-</td>
<td>0.5 s</td>
<td>0.5 s</td>
<td>2 Mbps</td>
</tr>
<tr>
<td>Pareto1</td>
<td>2.1</td>
<td>0.5 s</td>
<td>0.5 s</td>
<td>2 Mbps</td>
</tr>
<tr>
<td>Pareto2</td>
<td>1.2</td>
<td>0.5 s</td>
<td>0.5 s</td>
<td>2 Mbps</td>
</tr>
</tbody>
</table>

Figure 4.5: Comparing the theoretically predicted value of $P(FAcc \mid N = n_{max})$ vs window size, $w$ to the simulated value for different settings of $\alpha$ and $\beta$
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The variance of the time average $\zeta^2(w)$ for the different source types is found by simulation. Running 1000 replications, Fig. 4.6 shows the resulting $\zeta^2(w)$ of the three different sources for increasing window size.

![Figure 4.6: The variance of the time average $\zeta^2(w)$ [Mbps$^2$] vs window size $w$](image)

We see that with the Pareto2, the most heavy tailed, the variance $\zeta^2(w)$ decays very slowly. One would expect that such sources will have a negative impact on the probability of false acceptance. Consider now three different systems, where $n_{max} = 50$. All systems are homogenous with Pareto1 sources, Pareto2 sources and NegExp sources respectively.

For the three different systems, the probability of false acceptance as the window size is varied is shown in Fig. 4.7.

![Figure 4.7: Probability of false acceptance for different distributions of the ON and OFF period, $n_{max} = 50$](image)

Due to the very unpredictable behavior of Pareto2, the error bars are large. However, the trend is clear. With very heavy tailed distribution such as Pareto2, increasing the window size will hardly improve the accuracy of the measurements. With the system consisting of Pareto1 sources, the deviation from that of NegExp
is not significant. In fact for small window sizes, Pareto1 sources appear more predictable resulting in a smaller probability of false acceptance.

4.5 Conclusion

When the number of flows in the system reaches the maximum number the system can handle, $n_{max}$, no flows should be accepted. In this chapter we have set up analytical expressions for the probability of false acceptance conditioned on that the system is in the state $N = n_{max}$. The task is to keep this probability below a pre-defined value, $P(FAcc | N = n_{max}) < \varepsilon$. If the probability is too high, a slack bandwidth must be added to work as a safeguard. The size of this slack depends on the flow rate characteristics and the measurement window size. Using simulations with two-state Markov modulated rate processes, we have seen that the $P(FAcc | N = n_{max})$ can be accurately predicted even when the aggregation of flows is as low as 3 flows. Positive correlation between consecutive windows increases the probability of false acceptance.

In this chapter only the static system remaining in state $n_{max}$ is considered. In order to determine a proper value for $P(FAcc | N = n_{max})$, the effect of flow dynamics must be included. The distribution of accepted flows will depend on the flow load $A$, together with the size of the measurement error. This will be discussed in Chapter 5.
Chapter 5

MBAC: Impact of the Measurement Error on Key Performance Issues

In the previous chapter we set up the analytical expressions for evaluating the probability of false acceptances conditioned on the system remaining in the state $N = n_{\text{max}}$. The task was to keep this probability below a pre-defined value, $P(F\text{Acc} \mid n_{\text{max}}) < \varepsilon$. This probability can be controlled by adding a safeguard and the formula for determining the size of this safeguard was derived.

In order to determine a proper value for $\varepsilon$, the effect of flow dynamics must be included. The distribution of accepted flows will depend on the Erlang load, $A$, together with the size of the measurement error. There is a trade-off between rejecting too many flows thus wasting resources, and accepting too many flows resulting in QoS violations. In this chapter we study how the measurement errors and flow dynamics impact the performance of MBAC in terms of the performances measures defined in Section 3.7. A simple example shows how the system can be provisioned with a predefined performance criteria.

The remainder of this chapter is organized as follows: First, Section 5.1 introduces the analytical framework we will use to study the measurement error and sets up the expressions of the performance measures. Provisioning is discussed in Section 5.2 and follows up with a case study in Section 5.3, before the conclusion is given in Section 5.4.

5.1 Flow Level and Performance Measures

Based on measurements taken at the rate level, the decision is made at flow level. According to the MBAC decision algorithm, a new flow will be accepted if: $\hat{R} + \xi \leq u_c$, where $u_c = n_{\text{max}}\xi$.

We define the conditional accepting probability $a_n$ as:

$$a_n = P(\hat{R} + \xi \leq n_{\text{max}}\xi \mid N = n)$$  \hspace{1cm} (5.1)
5.1. Flow Level and Performance Measures

With the assumption that $\hat{R} \sim N(n\xi, n\zeta^2(w))$, a new arriving flow will be accepted with a probability:

$$a_n = P(Y \leq uc - \xi \mid N = n) = \frac{1}{\zeta(w)\sqrt{2\pi n}} \int_{-\infty}^{uc-(l+1)\xi} e^{-\frac{(x-n\xi)^2}{2n\zeta^2(w)}} \, dx$$  \hspace{1cm} (5.2)

We will assume that the arrival rate is such that the probability of more than one flow arrival per window is very small. The lost traffic due to multiple arrivals within the window is thus very small and can be neglected.

The number of flows currently accepted by the MBAC follows a continuous time Markov chain, see Fig. 5.1 and the probability that there are $n$ flows in the system is:

$$P(N = n) = P(n) = \frac{A^n}{n!} \prod_{x=0}^{n-1} a_x \frac{\lambda_{n-1}}{\lambda_n} \prod_{x=0}^{n-1} a_x$$  \hspace{1cm} (5.3)

![State diagram of the number of sources accepted by the MBAC](image)

**Figure 5.1:** State diagram of the number of sources accepted by the MBAC

Implied by (5.3) and as also discussed in [33], the distribution $P(n)$ is indeed insensitive to the distribution of flow lifetime and only depends on the expected flow lifetime.

The system state space can be divided into two regions; the acceptance region, $N < n_{max}$ and the rejection region, $N \geq n_{max}$ see Fig. 5.1.

Based on this defined framework, the flow level performance measures defined in Section 3.7 becomes:

- **Probability of False acceptance**, $P_{FAcc}$, is the probability that an arriving flow is accepted when it should have been rejected.

$$P_{FAcc} = \sum_{n=n_{max}}^{\infty} P(n)q_n$$  \hspace{1cm} (5.4)

- **Probability of False rejection**, $P_{FRej}$, is the probability that an arriving flow is rejected when it should have been accepted.
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\[ P_{\text{FR}e_j} = \sum_{n=1}^{n_{\text{max}}-1} (1 - q_n)P(n) \] (5.5)

- **Blocking probability**, \( P_B \), is the probability that an arriving flow is lost.

\[ P_B = P_{\text{FR}e_j} + P(N \geq n_{\text{max}} \cap \text{rejection}) + P_{M\text{re}j} = \sum_{n=1}^{\infty} (1 - a_n)P(n) + P_{M\text{re}j} \] (5.6)

\( P_{M\text{re}j} \) is the probability that a flow is lost due to previous arrivals within the window.

When predicting performance in this study, we simply ignore \( P_{M\text{re}j} \) thus:

\[ P_B = \sum_{n=1}^{\infty} (1 - a_n)P(n) \] (5.7)

- **Carried useful traffic**, \( A_{\text{useful}} \), is the expected number of flows in the acceptance region.

\[ A_{\text{useful}} = \sum_{n=0}^{n_{\text{max}}} nP(n) \] (5.8)

- **Carried useless traffic**, \( A_{\text{useless}} \), is the expected number of flows in the rejection region.

\[ A_{\text{useless}} = \sum_{n=n_{\text{max}}+1}^{\infty} nP(n) \] (5.9)

- **Lost Traffic**, \( A_{\text{lost}} \), is the traffic that is blocked from the network.

\[ A_{\text{lost}} = P_B A \] (5.10)

If there are no measurement errors, the admission controller becomes ideal, \( \hat{R} = E(R) \) and the distribution of flows is then as for the Erlang Loss system. This system only carries useful traffic and arriving flows will experience a blocking probability given by the Erlang B formula.
5.2. Provisioning

5.1.1 Flow Load and Window Size Limitations

In the analytical formulas used for the performance evaluation, when increasing \( A \), it is indifferent if this is done by increasing the mean flow lifetime \( 1/\mu \) or increasing the arrival rate \( \lambda \). In reality this is not true. Many arrivals within a measurement window will increase the blocking probability since the MBAC only admits at most one flow after a measurement update. When predicting the performance using the analytical formulas, we accept just one arrival within a window. It is assumed that the blocking probability due to multiple arrivals is negligible.

For the accepting probability (5.2), the assumption is that the number of flows is constant during a measurement window. If flows leave during the window, then the theoretically predicted performance will be optimistic compared to actual performance in terms of system utilization. Given a constant \( A \), a longer measurement window (thereby reducing the measurement error) can be used for long lifetimes (infrequent arrivals) as compared to short lifetimes (frequent arrivals).

The performance measures can be directly stated upfront if the following assumptions hold:

- **Assumption 1**: The lost traffic due to previous arrivals within the window can be ignored, (see Section 3.7).

- **Assumption 2**: The probability of a flow leaving within a measurement window is small for the actual parameter values \( \mu \) and \( n \). The probability of a flow leaving within a window depends on the distribution of flow lifetime \( T_L \) and the number of currently accepted flows \( n \). Using Little’s formula [15], the rate of departure can be directly found as \( n/E(T_L) = n\mu \).

- **Assumption 3**: The correlation at arrival points can be neglected. As explained in Section 4.4, positive correlation increases the probability of false acceptance.

5.1.2 False rejections in state \( N = n_{max} - 1 \)

An interesting phenomena happens in state \( N = n_{max} - 1 \) where flows, for all window sizes, are rejected 50% of the time. This is a natural consequence due to the fact that the number of flows is discrete. Conditioning on being in state \( n_{max} - 1 \), gives an absolute measurement error of \( \delta = \hat{R} - (n_{max} - 1)\xi \). If \( \delta \) is positive a new flow is falsely rejected. If \( \delta \) is negative, the flow is correctly accepted. Since \( \delta \) is symmetric, false acceptance and false rejection are equally likely.

5.2 Provisioning

The QoS provided to the flows can only be guaranteed as long as the number of flows is at or below \( n_{max} \), thus admitting more than \( n_{max} \) flows should be avoided.
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If the probability of false acceptance is too high, a slack in bandwidth to be used as a safeguard, can be added to make up for the measurement errors.

As in Section 4.2, let the safeguard have increments of size $\xi l$, $0 < l < n_{\text{max}}$ and the refined admission control algorithm becomes:

$$\hat{R} + \xi \leq \xi n_{\text{max}} - l\xi$$

(5.11)

The critical situation arises as soon as the system reaches state $n_{\text{max}}$, where accepting a flow will result in the first false acceptance. With the condition that the system is in state $n_{\text{max}}$ we define the conditional performance requirement:

$$P(\text{FAcc} \ | \ N = n_{\text{max}}) = P(\hat{R} + \xi \leq \xi n_{\text{max}} \ | \ N = n_{\text{max}}) \leq \varepsilon$$

(5.12)

where $\varepsilon$ is termed the conditional performance target.

Repeated from Section 4.2, for a given quantile and predefined window size, $P(\text{FAcc} \ | \ N = n_{\text{max}})$ can be kept below the target if the number of levels is given by:

$$l + 1 = \left\lceil \frac{\sqrt{n_{\text{max}} \xi(w)} z_\varepsilon}{\xi} \right\rceil$$

(5.13)

where $z_\varepsilon$ is the $\varepsilon$-quantile of the standard normal distribution. The resulting $l$ can be used for provisioning the system.

Since the MBAC solely estimates the number of flows through measurements, $l$ is independent of the system state. When there are $n$ flows in the system, a new arriving flow will be accepted by the MBAC, with a probability $a_n = P(\hat{R} + \xi \leq (n_{\text{max}} - l) \ | \ N = n)$.

The size of slack, $\xi l$ controls the probability of entering the rejection region by shifting the probability distribution, $P(n)$, to the left. Obviously, if the slack is too large, the MBAC becomes too pessimistic and resources are wasted unnecessarily. The actual performance can be evaluated by means of the performance measures defined in Section 5.1. To the customer, the performance measures of interest are the blocking probability and the probability of false acceptance. The service provider seeks to balance the carried useless traffic and carried useful traffic.

For a given flow load the network can be provisioned to meet a desired performance target. But what flow load should be used? The network should be dimensioned to ensure a small blocking probability under normal loads, say $P_B < 0.01$. At such low loads the probability of entering the rejection region is very small and excellent QoS can be provided to all flows. The problem arises in times of excessive demand. With an ideal controller, when the load increases above what is predicted the blocking probability increases to unacceptable high values. However, the QoS to the already admitted flows will not be harmed. With MBAC on the other hand, also the probability of false acceptance and useless traffic increase with increasing loads. Reviewing work in the MBAC literature, it is common practise to test the performance under a heavy flow load, resulting in 50% blocking probability(e.g. [56]) or an infinite load (e.g. [40]).

We do not attempt to answer, exactly what load to use for provisioning purposes. The load must be relatively high, since the main task of MBAC is to
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preserve QoS to its users when the load exceeds normal values [20]. Obviously at such loads, the normal blocking probability (e.g. $P_B = 0.01$) cannot be met. Another important issue which we do not consider, is the effect of repeated calls. When a call is blocked it is very likely that it will try again, and as the blocking probability increases the repeated calls increase thus increasing the arrival rate.

5.3 Case study using MMRP source models

Let the flows be modeled by a two-state Markov modulated rate process (MMRP) which is a simple, yet realistic source model used to model both speech sources and video sources. This source model is described in Section 3.8. In the following, $\alpha = \beta = 2 \, \text{s}^{-1}$, $r = 2 \, \text{Mbps}$, and $\xi$ is then $1 \, \text{Mpbs}$. The flows have a QoS requirement that can only be guaranteed as long as $uc \leq 50 \, \text{Mpbs}$ or equivalently $n \leq n_{\text{max}} = 50$.

5.3.1 Distribution of number of flows

Before analyzing the MBAC performance with respect to the performance measures defined in Section 5.1, it is useful to have a visualization of how the probability distribution of flows $P(n)$ in (5.3), is affected by the flow load $A$ and window size $w$. An ideal controller is used as a benchmark. For the ideal the distribution of number of flows, is the Erlang-B distribution. For MBAC, as the window size increases, the measurements become more and more accurate and the distribution of number of flows approaches the Erlang-B distribution. This is illustrated in Fig. 5.2(a) for a flow load $A = 100$ erlang. At this high load, when the controller is ideal, the probability of being in state $N = n_{\text{max}}$, is very high. When the window size is large, flows are correctly rejected when the system is in state $n_{\text{max}}$ resulting in a quick drop to zero for $N = n_{\text{max}} + 1$. Notice how the distribution becomes more and more symmetric around $n_{\text{max}}$ when the measurement window is reduced. In this example, when $w = 1 \, \text{s}$, the system is half the time in the

![Flow probability distribution](image-url)
rejection region and half the time in the acceptance region. For larger window sizes the deviation from the ideal is due to the fact that flows are rejected 50% of the time when the system is in state \( N = n_{\text{max}} - 1 \).

Fig.5.2(b) shows how the distribution \( P(n) \) changes for various offered loads \( A \). For larger \( A \) the system spends more and more time in the rejection region.

### 5.3.2 Performance Analysis

In this section provisioning to fulfill some predefined performance criteria will be demonstrated with an example.

First we shall show how the performance measures are impacted when the offered flow load, \( A \) is varied. At this stage we use no slack in the bandwidth (i.e. \( l = 0 \)). Keeping the window size constant at \( w = 1 \) s, Fig. 5.3(a) shows how the performance measures \( P_{\text{FAcc}} \), \( P_{\text{FRej}} \) and \( P_B \) are affected when the flow load increases.

![Figure 5.3: Performance as the load increases: (a) Probability of false acceptance, false rejection and overall blocking probability when \( w = 1 \) s. (b) Carried useful traffic for different window sizes](image)

Low loads result in negligible false acceptance. Instead false rejections cause a slight increase in blocking probability as compared to the ideal. At a load of about \( A = 60 \) erlang, \( P_{\text{FAcc}} = P_{\text{FRej}} \). Then as the load increases, \( P_{\text{FAcc}} \) increases resulting in a slightly lower blocking probability as compared to the ideal. As the load increases towards infinity, \( P_{\text{FAcc}} \) becomes zero. The reason for this is that the system moves into the rejection region (see Fig. 5.2(b)) and will eventually only carry useless traffic. This is illustrated in Fig. 5.3(b), which shows that as the load increases the carried useful traffic approaches zero. Also shown, is that for larger window sizes, the MBAC approaches the ideal and the carried useful traffic falls off slower.

### 5.3.3 Carried Useful Traffic

We are interested in balancing the trade-off between the overall probability of false rejections and the probability of false acceptances. For the user, the only
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cconcern is the probability of false acceptance and in this example the requirement is \( P_{FAcc} < 0.01 \). Let the offered flow load be \( A = 100 \) erlang and let the window size be \( w = 1 \) s.

The performance plots shown in Fig. 5.4(a), 5.4(b), 5.4(c), and 5.4(d) illustrate the trade-off between blocking and accepting flows when \( P(FAcc \mid N = n_{max}) \) is varied.

\[ \begin{align*}
\text{Figure 5.4:} & \quad \text{The performance measures as } P(FAcc \mid N = n_{max}) \text{ varies for } A = 100 \text{ erlang and } w = 1 \text{ s: (a) Probability of false acceptance. (b) Probability of false rejection and overall blocking probability. (c) Carried useless traffic. (d) Carried useful traffic.} \\
\end{align*} \]

Consider first the performance in the light of the customer. To fulfill the requirement of \( P_{FAcc} < 0.01 \), Fig.5.4(a), shows that \( P(FAcc \mid N = n_{max}) < 0.17 \). At this value the blocking probability is about 5% larger than for the ideal.

For the service provider, the concern is false rejections and useless traffic. As \( P(FAcc \mid N = n_{max}) \) increases, false rejections fall off (see Fig. 5.4(b)) and the useless traffic increases (see Fig.5.4(c)). Observe in Fig.5.4(d) that a value \( P(FAcc \mid N = n_{max}) = 0.15 \), maximizes the carried useful traffic. Reducing the value and the admission controller becomes too strict due to the increase in \( P_{FRej} \). Increasing the value passed this point on the other hand and the admission controller accepts too much useless traffic. In this case, using \( P(FAcc \mid N = n_{max}) = 0.15 \), also ensures that \( P_{FAcc} < 0.01 \). This is an interesting fact since it shows that the carried useful traffic can be maximized by correctly tuning \( P(FAcc \mid N = n_{max}) \).
A value of $P(F_{\text{Acc}} \mid N = n_{\text{max}})$ can be directly mapped to a safeguard in terms of levels $l$ given by (5.13). This again, means that the carried useful traffic can be increased by adding a safeguard. However if the safeguard is too large, the carried useful traffic will decrease because the MBAC becomes too strict.

The value of $l$ which maximizes the carried useful traffic, will depend on the window size and the offered flow load. Using a higher flow load $A$ and the value of $l$ which maximizes the carried useful traffic will increase. This is shown in Fig. 5.5(a). For example, using the extreme load of $A = 1000$ erlang results in $l = 9$. Decreasing the load, will have the opposite effect, and eventually as the load is reduced further, adding a safeguard will only decrease utilization.

When the measurement error is reduced by increasing the window size $w$, the required number of levels which optimizes the carried traffic is also reduced (see Fig. 5.5(b)). For large $w$, the measurement error will become so small that an additional safeguard will only decrease the carried useful traffic.

By observing the shapes of the plots in Fig. 5.5(a) and 5.5(b), we see that the carried useful traffic will drop fast if the number of levels is too low. Adding a too large safeguard is thus better than adding a too small.

![Figure 5.5](image)

**Figure 5.5:** The carried useful traffic can be maximized by choosing the right safeguard: (a) The required number of levels for various offered flow loads $A$, when $w = 1$ s. (b) The required number of levels for various window sizes, $w$, when $A = 100$ erlang

### 5.3.4 Impact of Multiple Rejections

When predicting the performance measures above, we considered the offered flow load $A = \lambda/\mu$, without considering the actual values of the flow arrival rate and flow lifetime. When using simulations or a real network setting, the impact of multiple arrivals will impact performance. Clearly, many arrivals within a measurement window will increase the blocking probability since the MBAC only admits at most one flow after a measurement update. As an illustration consider an example where the mean time between flow arrivals is $1/\lambda = 10$ s and the expected flow lifetime of the flows is $1/\mu = 1000$ s. The safeguard in terms of levels
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is set to \( l = 1 \). Without considering \( P_{MRej} \), and only using \( A = 100 \) erlang in the analytical formulas, the carried useful traffic will only increase as the window size increases. If \( P_{MRej} \) is included, this is no longer the case. Fig. 5.6 compares the result when \( P_{MRej} \) is not considered (Predicted) and when it is included in the analysis, (\( MRej \)). For window sizes below 7.5 s, the carried useful traffic is higher than what is predicted. This is because the \( P_{MRej} \) reduces the probability of false acceptance. As the window size increases past 7.5 s, the useful traffic drops below what is predicted because the increase in the \( P_{MRej} \) increases the probability of false rejections. The MBAC becomes overly pessimistic.

![Figure 5.6](image)

**Figure 5.6:** Carried useful traffic vs window size when multiple rejections are considered (\( MRej \)) and when they are not considered (Predicted)

5.3.5 Comparison with Simulation

We check the analytical performance measures using simulation. The parameters used are \( \alpha = \beta = 2 \text{ s}^{-1} \), \( r = 2 \) Mbps, \( w = 1 \) s, \( n_{max} = 50 \) and offered flow load \( A = 100 \) erlang. When the assumptions stated in Section 5.1.1 hold, it is expected that the simulated result will match closely to what is theoretically predicted.

![Figure 5.7](image)

**Figure 5.7:** Comparing the simulated and theoretically predicted performance as the number of levels increases: (a) Carried useful traffic vs number of levels. (b) Probability of false acceptance \( P_{FAcc} \) vs number of levels
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The mean time between new flow arrivals is $1/\lambda = 500$ s and expected flow lifetime is $1/\mu = 50000$ s. Fig. 5.7(a) and Fig. 5.7(b), show that the simulated performance matches closely with the theoretically predicted performance.

### 5.3.6 Sensitivity of the Distribution to the Parameters in Process

In Section 4.4, simulation was used to study ON-OFF sources with Pareto distributed ON-OFF times. By choosing proper values for the shape and location parameter, the distribution can be made very heavy tailed. The results showed that heavy-tailed distribution had a very negative impact on the probability of false acceptance, and hardly showed improvement with increasing window size. However, only the static system remaining in state $n_{\text{max}}$ was considered.

In the following example, flow dynamics are also considered. Simulations are used to see the effect heavy-tailed distributions of the ON-OFF states have on the overall probability of false acceptance and carried useful traffic as the safeguard is varied. Two systems are compared: System NegExp consist of homogenous MMRP sources. System Pareto2 consist of Pareto ON-OFF sources. The parameters are the same as used in Section 4.4 and repeated in Table 5.1.

**Table 5.1: Source types with parameters**

<table>
<thead>
<tr>
<th>Source name</th>
<th>shape</th>
<th>mean ON</th>
<th>mean OFF</th>
<th>peak rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>NegExp</td>
<td>-</td>
<td>0.5 s</td>
<td>0.5 s</td>
<td>2 Mbps</td>
</tr>
<tr>
<td>Pareto2</td>
<td>1.2</td>
<td>0.5 s</td>
<td>0.5 s</td>
<td>2 Mbps</td>
</tr>
</tbody>
</table>

For both systems, the remaining parameters are $w = 1$ s, $n_{\text{max}} = 50$, mean time between flow arrivals is $1/\lambda = 10$ s, and flow lifetime is $1/\mu = 1000$ s.

Fig 5.8(a) shows how the probability of false acceptance decays as the safeguard in terms of number of levels increases. As expected, when the sources are heavy tailed, the probability of false acceptance is higher. What is also seen is that the probability of false acceptance decays slower than the system with MMRP sources. The effect this has on the carried useful traffic is seen in Fig. 5.8(b).

The performance with respect to carried useful traffic for the Pareto2 is much worse but also note how stable the performance remains for a large range of safeguard sizes. This result strengthens the argument that adding a too large safeguard is better than adding a safeguard that is too small.

### 5.4 Conclusion

This chapter gave an in-depth understanding of how measurement uncertainties and flow dynamics impact the MBAC admission decision.

The probability of false acceptance can be reduced by adding a slack in bandwidth to work as a safeguard. However, if the slack is too large, flows are blocked unnecessarily. With some appropriate performance measures, we showed
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![Graph showing probability of false acceptance](image1)

(a) Probability of false acceptance, $P_{FAcc}$

![Graph showing carried useful traffic](image2)

(b) Carried useful traffic

Figure 5.8: Performance comparison of a system with MMRP sources (NegExp) and a system with Pareto ON-OFF sources (Pareto2)

how the system can be provisioned to meet a predefined performance criteria. An interesting fact is that there is a value of the slack which maximizes the carried useful traffic. This means that adding a safeguard of proper size will be of benefit to both the user and the service provider. We also observed that choosing a safeguard that is too large is better than choosing a too small safeguard.

In this chapter, we assumed that the flows were homogenous. In Chapter 8, we develop the analytical models needed to extend this work to the non-homogenous case.
Chapter 6

MBAC and Performance at the Flow Level: A Simulation Study

Most simulation studies in the literature are evaluated with respect to a QoS measure such as a packet loss/delay probability bound versus utilization (or indirectly by the overall blocking probability). In this respect, to deduct the performance of MBAC algorithms there are two main performance questions: 1) How well the MBAC algorithm can actually meet the QoS target specified by the requesting flow and the existing flows and 2) How well the MBAC algorithm can utilize the network resources. Simulation is then used to verify the actual performance of an MBAC algorithm with respect to the rate level QoS measures such as delay and loss probabilities. After studying various MBAC algorithms, [56] concluded that all algorithms achieve nearly the same performance and have similar deviations from the ideal controller, see Fig. 2.6. Due to the large number of system/traffic parameters involved in the MBAC system, pure simulation studies are generally confronted with a too large parameter space and have the difficulty in neatly clarifying the influence and significance of individual parameters.

In the following simulation study we elaborate on the performance measures introduced in Section 3.7 and studied in Chapter 5. We like to investigate how multiple arrivals within a measurement window impact the MBAC performance and gain some insight into how the MBAC can be made more robust due to changes in the offered flow load. Robustness related to types of traffic such as self-similar and bursty traffic have been considered [40], [53]. In fact [56] indicates that MBAC may outperform non-measurement based admission control algorithms in the presence of long range dependent traffic.

Less focus has been on the MBAC’s ability in being robust when the flow load changes and the rate characteristics of the individual flows are unchanged. According to the definition, the offered flow load is given by the product of the flow arrival rate and the mean flow lifetime. One may expect that when varying the offered flow traffic, it is indifferent if this is done by increasing the mean flow lifetime or increasing the arrival rate but keeping the product of the two constant. This could be the reason why most literature studies of MBAC do not consider
changing the flow arrival rate or the flow lifetime.

By including both a so called *Back-off strategy* and a *Peak-rate strategy* an MBAC can be made more robust in the handling of unexpected high arrival rates and long lasting flows. In this simulation study we investigate further the effect of flow level dynamics and admission control strategies. Instead of studying the performance of MBAC with respect to a packet loss or delay probability, we study how false acceptance and false rejections impact the performance. We greatly reduce the parameter space by assuming that the maximum utilization the system can handle is given and only focus on the question: *Is the current state above or below this maximum utilization?* The impact of the measurement error on the MBAC decision process can then be analyzed in isolation.

![Carried useful traffic as the window size increases](image)

**Figure 6.1:** Carried useful traffic as the window size increases

Recall from Section 5.3 that the carried useful traffic can be maximized by adding a safeguard. This is illustrated in Fig. 6.1 where the MBAC balances between false rejection and false acceptance. If the safeguard is too small, the carried useful traffic is reduced because the probability of false acceptance is too large and we say that the MBAC is *optimistic*. On the other hand, if the safeguard is too large, the useful traffic is reduced because the probability of false rejection is too large and we say the MBAC is *pessimistic*. The values safeguard size $a$ and $b$, in Fig. 6.1 show two values of a chosen safeguard which will result in the same carried useful traffic. We argue that the size $a$ will give a better performance. Even though the overall utilization will be lower at this point, the MBAC will carry less *useless traffic* since the probability of false acceptance is smaller. In addition, note also the gradient of the curve, which shows that the carried useful traffic is more sensitive to a change in the safeguard when the size is $a$.  
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6.1 Description of MBAC and MBAC Strategies

The system consists of homogenous flows competing for a link of limited capacity \( c \). These flows have peak rate \( r \) and mean rate \( \xi \). An MBAC (described in more detail in Section 3.1), is put in place to control access to this link and prevent the average aggregate rate from exceeding its upper limit, \( uc \). As before, in this simulation study, \( uc \) is given. When a new flow arrives to the MBAC, it will be accepted if:

\[
\hat{R} + \xi \leq uc. \tag{6.1}
\]

Additional flows arriving within the measurement window will be accepted or rejected depending on which admission control strategy is adopted by the MBAC.

![Figure 6.2: Relationship between measurement window updates and flow arrival times. Here, flow f1 is accepted if \( \hat{R} + \xi \leq uc \) and flow f2 will be lost or accepted depending on strategy](image)

We consider the following strategies found in the literature:

- **The block all strategy.** With this strategy, the MBAC simply blocks additional flow arrivals within the window. In Fig. 6.2, flow f2 is lost.

- **The accept all strategy.** With this strategy, the MBAC does not keep track of flow arrivals within a window and will thus treat all flow arrivals within a window in the same manner. For example, in Fig. 6.2, if flow f1 is accepted, then also flow f2 will be accepted.

- **The peak rate strategy.** With this strategy (also called the pessimistic policy in [39], [81], [82]), the MBAC artificially increases the aggregate measurement with the peak-rate \( r_i \) of admitted flows within a measurement window. The MBAC algorithm will accept a flow if \( \hat{R} + \xi + \sum_i r_i \leq uc \), where \( \sum r_i = 0 \) at the start of a measurement window. For example in Fig. 6.2, f2 will be accepted if \( \hat{R} + \xi + r_{f1} \leq uc \), where \( r_{f1} \) is the peak rate of flow f1.

- **The back-off strategy.** This strategy (termed the back-off policy in [39], [81], [82]) introduced in [37] and later adopted by [33], works by turning down subsequent arrivals after one flow has already been denied admission. When a flow has been rejected admission, no flows will be admitted until a flow has
left the system. The Back-off strategy can only be used if the MBAC can keep track of flow departures. In reality this may not be possible, [20], [40]. Alternatively, a deterministic waiting interval can be added before another flow is accepted [37].

Of the above mentioned strategies it is not difficult to envisage stability problems with the Accept-all strategy when the arrival rate is high. In fact the authors in [56] added the Peak rate strategy to all the MBAC algorithms under study arguing that the Peak rate strategy is a needed feature for an MBAC to be robust to high arrival rates. The Peak rate strategy is often considered as being pessimistic [56], [39]. However, when stating this strategy as being pessimistic, it must be an alternative that is better. Clearly, in comparison to the Block-all strategy, it is expected that the performance should improve in terms of utilization. One could imagine that by summing up the mean rates of the flows accepted within a window instead of the peak rates, will perhaps improve utilization. We do not discuss this option, since we have not seen examples in the literature of MBAC adopting this implementation. Also, in real systems it is reasonable to assume that only the Peak rate of the flows will be known to the MBAC [56].

It is intuitive to expect that employing the Accept-all strategy will give a more optimistic performance and thereby increasing the overall utilization. However we draw into question whether this will be too optimistic in that the MBAC will accept more flows than it actually can handle, thus degrading the overall MBAC performance.

The motivation for using the Back-off strategy is that even though the MBAC made the correct decision in rejecting a flow at one instance, with a high number of arriving flows, a flow will be accepted as soon as the measured values are under-estimated. It is analytically shown that the back-off strategy is robust to high offered flow loads [33]. Note, that in [65], [37] and [33] the flow load is only increased by increasing the flow lifetime.

6.2 The Simulation Setup

In this simulation each flow is modeled by a two-state MMRP process, which is described in detail in Section 3.8. The parameter settings for these rate processes are \( \alpha = \beta = 2 \, \text{s}^{-1} \) and \( r = 2 \, \text{Mbps} \). The maximum number of flows the system can handle is \( n_{\text{max}} = 50 \). The offered flow load will be fixed at \( A = 100 \) erlang. This high offered load is comparable to what is used in [56]. The reason for using MMRP sources is that these are simple models and the purpose of this study is to solely give an illustration of how certain MBAC strategies impact the MBAC performance. If it is possible to find the maximum number of flows the system can handle (analytically or experimentally), one can easily extend this work to also test an MBAC scheme with other source types.

We add a safeguard in terms of levels (see Section 5.2). Unless otherwise specified, we use \( l = 1 \), which with the above setting corresponds to replacing the mean rate \( \xi \) in (6.2) with the peak rate \( r \) of the arriving flows. The performance
measures are defined in Section 3.7. Specifically in this simulation study, the focus is on maximizing the carried useful traffic.

An ideal admission controller will never admit more than $n_{\text{max}}$ flows and all carried traffic is useful. With $A=100$ erlang, the carried traffic given an ideal system can be directly found by the Erlang loss formula and will be 49.06 erlang. Clearly the MBAC can never achieve a higher value than this. We will not use the ideal controller as a benchmark but instead use the analytical framework defined in Section 5.1 to predict the performance, under the assumptions given in Section 5.1.1. As this performance is not based on simulations, we refer to this as the theoretical performance.

6.3 Flow Arrival Rate and Admission Decision

In Section 5.3.4, we saw how the impact of multiple rejections becomes more evident with increasing window size because the probability of multiple arrivals within a window increases. If we increase the arrival rate (and decrease the flow lifetime), the effect of multiple blocking within a window will increase. As an illustration, we use the Peak rate strategy and run two experiments. In the first experiment, $\lambda = 1/10 \text{ s}^{-1}$ and $1/\mu = 1000 \text{ s}$ and in the second, $\lambda = 1 \text{ s}^{-1}$ and $1/\mu = 100 \text{ s}$. The results are shown in Fig. 6.3(a) which shows that for a window size less than 15 s, the low arrival rate results in a performance which closely resembles what is theoretically predicted. A high arrival rate outperforms the theoretically predicted performance with respect to carried useful traffic when the window size is below 4 s. This is because multiple rejections within the window reduce the probability of false acceptance and thus makes up for measurement error. The figure shows that for high arrival rates, a large window size will have a very negative effect on performance. It is evident that the performance depends on the average number of flow arrivals per measurement window, $\gamma$:

$$\gamma = \lambda \cdot w$$  \hspace{1cm} (6.2)
6.3. Flow Arrival Rate and Admission Decision

Fig. 6.3(b) plots the carried useful traffic for increasing $\gamma$, where it can be seen that the MBAC behavior depends mainly on the product $\lambda \cdot w$.

In preference to the Block-all strategy, the Peak rate strategy results in a better performance at least when the average number of flow arrivals per measurement window is high.

Intuitively, the Accept-all strategy results in a lower overall blocking probability and higher utilization. However, if the utilization is higher than what can actually be handled by the network, the traffic can be considered useless. Is it at first glance intuitive to decide which strategy Accept-all or Peak rate should result in higher carried useful traffic?

Let the arrival rate of flows be $\lambda = 1 \text{ s}^{-1}$ and the flow holding time $1/\mu=100$ s. Fig. 6.4(a) shows the probability of false acceptance vs window size and Fig. 6.4(b) the carried useful traffic vs window size for the three strategies: Block-all, Peak rate, and Accept-all.

For the Block-all strategy, the pessimistic behavior of blocking all flows within a window results in a rapid fall in carried useful traffic as the window size increases. For smaller window sizes, the Block-all strategy out-performs the Peak rate strategy because blocking due to multiple rejections, makes up for the measurement error.

Fig. 6.4(b) shows that for all three strategies the carried useful traffic will reach a maximum for a certain window size. Then, as the window size increases, the performance deteriorates, however not for the same reason. For the Accept-all strategy, the degrading performance is due to the MBAC being too optimistic, seen by an increase in false acceptance, see Fig. 6.4(a). For the Peak rate and Block-all strategy the degrading in performance is due to the MBAC becoming too pessimistic. The Accept-all strategy will never be able to carry as much useful traffic as neither the Block-all strategy nor the Peak rate strategy. Even worse, the Accept-all strategy will show an increased probability of false acceptance as the window size increases and more and more of the traffic carried will thus become useless.

![Figure 6.4](image-url)
6.3.1 The Back-Off Strategy

The Back-off strategy was proposed to make up for the measurement error and it will thus be interesting to see how adding this strategy will effect performance. In the following the MBAC adopting the Peak rate strategy will be compared to the MBAC which adopts both the Back-off strategy and the Peak rate strategy. In these experiments, the arrival rate is set to $\lambda = 1/10 \text{ s}^{-1}$ and flow lifetime to $1/\mu = 1000 \text{ s}$. First the performance is studied with respect to the window size, when the safeguard is $l = 1$. Fig. 6.5(a) shows that with the Back-off strategy, the performance is improved for small window sizes (measurement error high).

The next experiment considers the performance with respect to the size of the safeguard. The window size is $w = 1 \text{ s}$ such that the average flow arrival rate is low and the effect of the Peak rate strategy is very small. Fig. 6.5(b) shows that with the Back-off policy, when a safeguard is added, the performance deteriorates.

The above examples indicate that the Back-off strategy has some effect on improving performance in terms of carried useful traffic when the measurement error is large.

![Graph (a)](image1)
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**Figure 6.5:** Comparing carried useful traffic when Back-off is used (back-off) and without the Back-off strategy (peak rate)

### 6.4 Conclusion

When the flow arrival rate to the MBAC increases, the chance of making a false acceptance increases. In addition when the average number of flows arriving within a measurement window increases, the handling of multiple arrivals within a window also becomes important. In this simulation study, we have focused on the impact different admission control strategies will have on the performance of the MBAC decision process. In the literature, the so called Peak rate strategy and the Back-off strategy are often used to make the admission controller more robust to high flow loads. The authors of these schemes have noted that these strategies improve robustness at the cost of degrading performance [56], [33]. However, we have come to the contradictory conclusion. The flow level performance measures
carried useful traffic and probability of false acceptance show that these strategies in fact improve performance. With the Back-off strategy there is a penalty in the form of degraded utilization if a safeguard is added and there are indications that this strategy can make up for measurement errors. This simulation study has also demonstrated how flow level performance measures can be used to study specific MBAC features. A similar MBAC performance analysis should be provided for other types of traffic and other MBAC specific strategies.
Chapter 7

MBAC: The Measurement Error with Non-Homogenous Flows

In this chapter the focus is on controlling the probability of false acceptance when the flows are non-homogenous. Non-homogeneous flows cause increased complexity for the MBAC admission decision algorithm and also the measurement process. We introduce the concept of similar flows, which is a restriction to simplify the analytical expressions in a non-homogeneous flow environment.

This chapter is organized as follows: Before the analysis of the measurement error for non-homogeneous flows is given, analytical means to describe the flow rate process and flow mix are needed. Similar flows will be used to describe the rate process of non-homogeneous flows and this concept is introduced in Section 7.1. To describe the flow mix, the multi-dimensional knapsack model is given in Section 7.2, and the measurement error is characterized in Section 7.3. Section 7.4 follows up with a case study to demonstrate the use of the similar flows concept. A conclusion is given in Section 7.5.

7.1 System Assumptions and the Concept of Similar flows

The system under study is described in Section 3.1 and assumptions regarding the flows are given in Section 3.2.

Multiple classes of flows complicate the analytical error analysis. However, assuming that flows are homogeneous (i.e. they belong to the same class) is very restrictive, even if flows are of same type e.g. only video applications. The concept of similar flows which is a special case of non-homogeneous flows, is introduced to simplify this analysis. Flows are said to be similar if they obey some restrictions on their rates and maximum variances and all have the same auto-correlation function $\Psi(t)$. It is reasonable to assume that a common correlation structure can be found and that it is representative if the number of similar flows is large.

The rate process $K_i(t)$ of a similar flow belonging to class $i$ with mean $\xi_i$ and
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variance $\sigma_i^2$ has the following requirements:

$$\kappa \leq \xi_i \leq r_{max} \quad (7.1)$$
$$\sigma_i^2 \leq \sigma_{max}^2 \quad (7.2)$$

$$\Psi(t) = \frac{\text{cov}(K_i(t), K_i(t + \tau))}{\sigma_i^2} \quad (7.3)$$

where $\kappa > 0$ is a lower bound on the mean rate and $\sigma_{max}^2$ is an upper bound on the variance. The maximum number of flows belonging to class $i$, that can be aggregated on the link is controlled by the mean value $\xi_i$. The lower bound restriction $\kappa$, is necessary in that it limits the number of flows and thereby the variance of the aggregated flows.

7.2 Ideal Admission Controller and the Stochastic Knapsack

Before looking into the measurement error, consider a system where the admission controller has perfect knowledge of the aggregate mean rate. In this system, there is no measurement error and $\hat{R}$ is replaced with the true value $E(R)$ in (3.1). This admission controller is referred to as the ideal controller. This ideal controller will always accept a flow from class $i$, when the system is in the acceptance region, $E(R) \leq uc - \xi_i$. When $E(R) > uc - \xi_i$ the system is in the rejection region and a flow is always rejected. Thus for this system $E(R)$ will never exceed $uc$. Fig. 7.1 gives an illustration of the two class dependent regions.

![Illustration of the rejection region and acceptance region for class i](image)

**Figure 7.1:** Illustration of the rejection region and acceptance region for class $i$

Let new flows belonging to class $i$ arrive following a Poisson process with parameter $\lambda_i$. If the flow is accepted it stays in the system for a negative exponentially distributed lifetime with mean $1/\mu_i$. A flow that is not accepted is lost. The offered flow load from class $i$, is the Erlang load [15] denoted by $A_i$:

$$A_i = \frac{\lambda_i}{\mu_i} \quad (7.4)$$
The system can now be modeled by means of a stochastic knapsack and supporting literature for this section can be found in chapter 2 of [57].

Convert uc into \( l_{max} \) discrete resource units of size \( \xi \), where \( \xi \) is the largest common denominator of all \( \xi_i \) such that \( uc = l_{max} \xi \). Also convert the mean rate \( \xi_i \) of class i, into \( b_i \), \( 1 < b_i < l_{max} \) units of size \( \xi \). The stochastic knapsack then consists of \( l_{max} \) resource units, where a flow from class i will require \( b_i \) resources. If there are enough resources available, the flow is accepted and will occupy \( b_i \) resource units throughout the duration of the flow.

Conditioned on the system being in a particular state \( n = (n_1, n_2, ..., n_k) \), the total amount of resources currently in use is given by \( bn \), where \( b = (b_1, ..., b_k) \).

\[
bn = \sum_{i=1}^{k} n_i b_i \quad (7.5)
\]

Define the system state space:

\[
S = \{(n_1, ... n_i, ..., n_k) : bn \leq l_{max}\}
\quad (7.6)
\]

For a class i flow, the acceptance region is the set of states \( n \) where the knapsack will admit a class i flow:

\[
A_i = \{n \in S : bn \leq l_{max} - b_i\}
\quad (7.7)
\]

For a class i flow, the rejection region is the subset of states where a class i flow will be rejected:

\[
Q_i = \{n \in S : l_{max} - b_i < bn\}
\]

Denote the equilibrium state probability \( \pi(n) \) as the probability of the system being in state \( n \). The state probabilities are known to have a product form solution [57]:

\[
P(N = n) = \pi(n) = G^{-1} \prod_{i=1}^{k} \frac{A_i^{n_i}}{n_i!}
\quad (7.8)
\]

where \( G \) is the normalization constant:

\[
G = \sum_{n \in S} \prod_{i=1}^{k} \frac{A_i^{n_i}}{n_i!}
\quad (7.9)
\]

Note, that the product form solution is insensitive to the distribution of the flow lifetime and only depends on the mean [57].

Let \( q_i \) be a particular state within the rejection region of class i, \( q_i \in Q_i \). Define now the conditional blocking probability \( P_{Q_i}(q_i) \), as the probability of being in a rejection state \( q_i \) given that the system is in the rejection region for class i.
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\[ P_{Q_i}(q_i) = P(N = q_i | N \in Q_i) = \frac{\pi(q_i)}{\sum_{q_i} \pi(n)} \]  \hspace{1cm} (7.10)

With (7.8) inserted, \( P_{Q_i}(q_i) \) does not contain the normalization constant \( G \) which is difficult to determine.

7.3 Measurement Error and Similar Flows

Now return to the system controlled by MBAC, where due to measurement errors, flows will be accepted also when the system is in the rejection region (Fig. 7.1) and drive the system above \( uc \). This will again put all the flows at risk of QoS violations. When the QoS requirement is violated, the network provides little or no utility to the end user and the network resources can be considered wasted. From a flow point of view, the probability of false acceptance should be kept low and this is the focus of this analysis.

The critical situation arises as soon as the system transits from the acceptance region into the rejection region as this is where a false acceptance is first made. In this analysis the state space above \( uc \) is omitted. Needless to say, if the probability of false acceptance is unacceptable at the boundary of \( uc \), it is also unacceptable when the system resides above \( uc \).

We shall use the stochastic knapsack defined in the previous section to approximately model the state space within the rejection region. The assumption is then that the impact of the measurement error is not significant when determining the conditional blocking probabilities within this region.

Consider a flow from class \( i \), arriving to this system when the system is in one particular state in the rejection region. Define \( P_{FAcc|q_i} \) as the probability of false acceptance given that the system is in the rejection state \( q_i \in Q_i \). Let this probability be bounded by the performance target, \( \epsilon_i \) and define the conditional performance requirement:

\[ P_{FAcc|q_i} = P(\text{False acceptance} | N = q_i, q_i \in Q_i) \]

\[ = P(\hat{R} + b_i \xi \leq l_{max} \xi | q_i) \leq \epsilon_i \]  \hspace{1cm} (7.11)

\( P_{FAcc|q_i} \) increases as the measurement window size decreases. Because the window size in general is very limited, it may be impossible to meet the above performance target. To cope with this, for a class \( i \) flow a safeguard of size \( l_i \xi \) is added to make up for the measurement error. Viewing each level as a system resource, where \( l_{max} \) is the reserved number of resources to the flows, this implies that a flow from class \( i \) will see \( l_i \) resources as unavailable resources. With an added safeguard \( l_i \) a new flow belonging to class \( i \), will only be admitted if

\[ \hat{R} + b_i \xi \leq (l_{max} - l_i) \xi, \hspace{0.5cm} l_i = 0, 1, ..., l_{max} \]  \hspace{1cm} (7.12)

Including the safeguard, the conditional performance requirement is rewritten:
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\[ P(\hat{R} + b_{i} \xi \leq (l_{\text{max}} - l_{i})\xi \mid N = q_{i}) \leq \varepsilon_{i} \quad (7.13) \]

Assume now that the flows are similar according to the definition in Section 7.1. This implies that they all share the auto-correlation function \( \Psi(t) = \text{cov}(K_{i}(t), K_{i}(t + \tau))/\sigma_{i}^{2} \). Without the use of similar flows the covariance for every flow must first be determined to find \( \zeta_{n}^{2}(w) \) separately for each class. Using the property of similar flows significantly simplifies the determination of the variance of the time average of the aggregate rate, which now is directly found by applying (3.12):

\[ \zeta_{n}^{2}(w) = \sum_{i=1}^{k} n_{i} \sigma_{i}^{2} \int_{0}^{w} \frac{2}{w^{2}} (w - t) \Psi(t)dt \quad (7.14) \]

With the assumption from section 3.4.2, that \( \hat{R} \sim \mathcal{N}(\xi_{n}, \zeta_{n}^{2}(w)) \):

\[ \left( \frac{\hat{R} - \xi_{n}}{\zeta_{n}(w)} \right) \leq z_{\varepsilon_{i}} = 1 - \varepsilon_{i} \quad (7.15) \]

Rearranging and using the symmetric properties of the normal distribution:

\[ P(\hat{R} \leq \xi_{n} - \zeta_{n}(w)z_{\varepsilon_{i}}) = \varepsilon_{i} \quad (7.16) \]

Comparing (7.16) and (7.13), the performance target will be met if \( l_{i} \) and \( \zeta_{n}(w) \) satisfy:

\[ \xi(l_{i} + b_{i} - l_{\text{max}}) + \xi_{n} = \zeta_{n}(w)z_{\varepsilon_{i}} \quad (7.17) \]

With a predefined confidence interval and a fixed window size of \( w \), the required value for \( l_{i} \) given this flow mix is:

\[ l_{i} + b_{i} = \left\lceil \frac{\zeta_{n}(w)z_{\varepsilon_{i}}}{\xi} \right\rceil + b_{r} \quad (7.18) \]

where \( b_{r} = l_{\text{max}} - \frac{\xi_{n}}{\xi} \) is the number of levels spanning the rejection region, \( 0 \leq b_{r} < b_{i} \).

Given that the system is in a particular rejection state \( q_{i} \), formula (7.18) can be used to determine the minimum \( l_{i} \) which meets the performance requirement \( P_{\text{Face}}|q_{i} \leq \varepsilon_{i} \).

Chapter 4 gives a detailed analysis of false acceptance when flows are homogeneous. In the homogeneous case, the rejection region only consists of one state, \( n = l_{\text{max}} \) (i.e. \( n_{\text{max}} = l_{\text{max}} \)).

For this non-homogeneous case, the analysis is more complex since an arriving flow may have several rejection states, where the probability of erroneous decisions depends on the flow mix of the currently accepted flows. In the above analysis \( l_{i} \) is determined by conditioning on the system being in a particular state. In the real system, MBAC has no other information regarding the system state than the measurement, \( \hat{R} \), thus \( l_{i} \) must be valid for any rejection state. Relevant provisioning methods are:
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- **Approximate provisioning:** The safeguard for class \( i \), is the smallest \( l_i \) which meets the performance requirement:

\[
P_{F|Q_i} = P(\text{False acceptance} \mid Q_i) = \sum_{q_i \in Q_i} P_{F|q_i} P_{Q_i}(q_i) \leq \varepsilon_i \tag{7.19}
\]

- **Approximate critical state provisioning:** The safeguard for class \( i \) is based on the state \( q_i \) which over the long term results in the highest number of false acceptances:

\[
\arg \max_{q_i \in Q_i} \{P(N = q_i)P_{F,\text{Acc}|q_i}\} \tag{7.20}
\]

- **Largest safeguard provisioning:** The safeguard for class \( i \), is based on the rejection state which requires the highest value of \( l_i \):

\[
\arg \max_{q_i \in Q_i} \left\{ \left\lceil \frac{\zeta_n(w)z_{\xi_i}}{\xi} \right\rceil + b_r \right\} \tag{7.21}
\]

- **Largest variance state provisioning:** The safeguard for class \( i \), is based on the state within the rejection region resulting in the largest variance of the time average of the aggregate mean:

\[
\arg \max_{q_i \in Q_i} \zeta_n \tag{7.22}
\]

In the case where all states in the rejection region have approximately the same mean rate, provisioning using largest safeguard provisioning and largest variance state is the same. Otherwise, largest safeguard provisioning will be the most pessimistic provisioning method. However, in the case where the state probabilities are not known, this may be the safest method for determining \( l_i \).

Section 7.4.1, will give a demonstration of the above provisioning methods.

### 7.3.1 MBAC With No Knowledge Regarding Flow Class

We have assumed that the MBAC knows which class a flow belongs to upon flow arrival. It may be that the MBAC cannot distinguish between classes of flows. Flows will then be treated by the MBAC as belonging to the same class, thus the chosen size of slack bandwidth must be common for all classes. In addition, the MBAC is typically fed with the peak rate of the arriving flow instead of the mean rate. Assuming peak rate, \( r_i \) of the arriving flow, adds a pessimism to the MBAC which can be translated to a slack bandwidth of \( r_i - \xi_i \). This slack in bandwidth can then be converted to levels.
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7.4 Similar Flows Generated by MMRP Sources

Consider $k$ classes of Similar flows where a flow from class $i$, is described by the rate process $K_i(t)$. In accordance with the definitions of Similar flows, all flows belonging to the same Similar flow class, have the same auto correlation function $\Psi(t)$ given by (7.3).

Let now $K_i(t)$ be generated by a two state MMRP process shown in Fig. 7.2. If $\beta_i = h - \alpha_i$, all flows will have the same $\Psi(t) = e^{-ht}$ and the flows can be classified as similar. Flows belonging to class $i$ is distinguished by the parameters $\alpha_i$ and $r_i$.

![Figure 7.2: MMRP source model](image)

The size of the measurement error is expressed through the variance of the estimated mean rate. From Section 3.8 and using the above parameters, we have that the auto-covariance $cov(K_i(t), K_i(t + \tau))$ of a flow from class $i$ is given by:

$$cov(K_i(t), K_i(t + \tau)) = \sigma_i^2 e^{-\tau(\alpha_i + \beta_i)} = \sigma_i^2 e^{-\tau h}$$  \hspace{1cm} (7.23)

where the variance, $\sigma_i^2$, is:

$$\sigma_i^2 = \frac{r_i^2 \alpha_i \beta_i}{(\alpha_i + \beta_i)^2} = \frac{r_i^2 \alpha_i (h - \alpha_i)}{h^2}$$  \hspace{1cm} (7.24)

If the state vector $n$ is known, the variance of the time average is given by inserting (7.24) in (7.14):

$$\zeta_n^2(w) = \sum_{i=1}^{k} n_i \zeta_i^2(w) = \frac{2}{w^3 h^3} \left( w - \frac{(1 - e^{-wh})}{h} \right) \sum_{i}^{k} n_i r_i^2 \alpha_i (h - \alpha_i)$$  \hspace{1cm} (7.25)

7.4.1 Case study using the two-state MMRP Source Model

In this section we will demonstrate the provisioning methods defined in Section 7.3 with a simple example where the flows are similar. Let there be two classes $i, i = 1, 2$ of flows representing real-time video applications (video 1 and video 2) competing for a link controlled by MBAC which admits a flow according to (7.12).
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The flows are generated by MMRP processes with parameters shown in Fig. 7.3, which results in $\xi = 1$ Mbps, $b_1 = 1$ and $b_2 = 5$.

According to the definition, the flows can be classified as similar flows. The maximum allowable average rate on this link is $\xi_{l_{max}} = 25$ Mbps, and the estimate of the average aggregate rate is based on continuous observation over a window size of, $w = 10$ s. The task is to control the probability of false acceptance given that the system is in the rejection region, $P_{F|Q_i} < \varepsilon_i$. In this example $\varepsilon_i = 0.025$ for both classes.

Fig. 7.4 shows the state diagram for this system, where a given state is specified by $(n_1, n_2)$. Flows representing the video 1 class, have a rejection region of 6

states, corresponding to the states above the solid line:

$$Q_1 = \{(0, 5), (5, 4), (10, 3), (15, 2), (20, 1), (25, 0)\}$$

The video 2 class, has a rejection region of 26 states, corresponding to the states above the broken line in Fig. 7.4.

Let the offered flow load from the video 1 sources and video 2 sources be $A_1 = 20$ erlang and $A_2 = 5$ erlang, respectively. Fig. 7.5 shows the probability of being in the different rejection states for the video 1 class conditioned on the system being in the rejection region.
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Figure 7.5: Probability of being in the different rejection states conditioned on the system being in the rejection region for the video 1 class

For the video 2 class the conditional probability distribution is presented in Fig. 7.6.

Figure 7.6: Probability of being in the different rejection states conditioned on the system being in the rejection region for the video 2 class

Table 7.1, shows the required safeguard and the resulting $P_{F|Q_1}$ for each of the classes using the different provisioning methods defined in Section 7.3.

Consider first provisioning for the video 1 class. If the system only consisted of video 1 sources, only one reduction level would be required in order to meet the performance target, $P_{F|Q_1} < 0.025$. However, the additional video 2 flows add significant amount of uncertainty to the acceptance decision.

For the video 1 class, since all rejection states have the same mean, the rejection state with the largest variance will also be the rejection state which requires the highest value of $t_1$. This will be the state consisting of solely video 2 flows, state $(0,5)$. For largest safeguard provisioning which requires no knowledge of state
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Table 7.1: Required safeguard $l_i$ using different provisioning methods with the corresponding $P(F\text{ acceptance} | Q_i)$.

<table>
<thead>
<tr>
<th>Provisioning method</th>
<th>Class 1, (video 1)</th>
<th>Class 2, (video 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approximate provisioning</td>
<td>$l_1 = 5, \quad P_{F</td>
<td>Q_1} = 0.015$</td>
</tr>
<tr>
<td>Approximate critical state provisioning</td>
<td>$l_1 = 5, \quad P_{F</td>
<td>Q_1} = 0.015$</td>
</tr>
<tr>
<td>Largest safeguard provisioning</td>
<td>$l_1 = 8, \quad P_{F</td>
<td>Q_1} = 9.9E^{-4}$</td>
</tr>
<tr>
<td>Largest variance state provisioning</td>
<td>$l_1 = 8, \quad P_{F</td>
<td>Q_1} = 9.9E^{-4}$</td>
</tr>
</tbody>
</table>

probabilities, Table 7.1 shows that 8 levels are required corresponding to a 32% drop in system utilization.

System utilization is improved with some knowledge of the state probabilities. The state resulting in the highest number of false acceptances is in this case the most probable state, state (15, 2). Approximate critical state provisioning will thus require a safeguard of size $l_1 = 5$. In this case, the method of approximate provisioning (7.19) will result in the same $l_1 = 5$ as approximate critical state provisioning.

Fig. 7.7 shows how the conditional probability of false acceptance, $P_{F|R_1}$, is reduced as the safeguard increases for both classes. From Fig. 7.7, it can be seen that $l_1 > 4$ to meet the requirement. Using the approximate or approximate critical state provisioning will both meet the performance target and improve utilization.

Now, move to the video 2 class. For video 2, $b_2 = 5b_1$ and one can think of this as a "pessimism" associated with $b_2$ corresponding to 5 levels of reduction, 4 more levels than video 1 sources. Due to this effect, as can be seen in Table 7.1,
only a safeguard of size $l_2 = 4$ is required when provisioning based on the largest variance state $(0,5)$. On the other hand now $b_r$ in (7.18) is no longer always zero.

For video 2, the state which requires the highest value of $l_2$, is state $(1, 4)$ and from Table 7.1, we have that the largest safeguard provisioning requires $l_2 = 7$ levels. Approximate critical state provisioning based on the state resulting in the highest number of false acceptances of video 2 sources, state $(1, 16)$, requires $l_2 = 4$. A further improvement in terms of utilization can be achieved if approximate provisioning is used. Table 7.1, shows that the required number of levels is $l_1 = 3$. According to Fig. 7.7, for the video 2 class, to meet the performance requirement, $l_2 > 2$. Using approximate state provisioning will as for video 1, both meet the performance target and improve utilization.

In this example, the value $P_{F|Q_1} < 0.025$ was given and the sole purpose was to control the probability of false acceptance with the condition that the system was in the class dependent rejection region.

Whether this is an acceptable value can only be determined if the complete state space is considered, not just the rejection region at or below $uc$. The distribution of accepted flows will depend on the flow load $A_i$ from the different classes together with the size of the measurement error. For a given flow load, the task is then to find a safeguard $l_i$ which balances false acceptances and false rejections. The performance study in Chapter 5 can be expanded to also include similar flows.

### 7.5 Conclusion

In this chapter, the focus has been on the probability of false acceptance in a system with non-homogeneous flows. Most critical are the system states, within the rejection region, where accepting a flow will drive the system to a level beyond its limits. The system can then no longer guarantee QoS to the flows and the service provided to the users becomes inferior.

By conditioning on being in this rejection region, the task to limit the probability of false acceptance by adding a slack in bandwidth. With a given probability and window size, the size of this slack can be stated up front for analytically tractable sources with a known covariance function.

By introducing the concept of similar flows, the error analysis with non-homogeneous flows is simplified substantially. Similar flows share a common correlation structure and the error analysis becomes straightforward. In contrast, without this restriction, the correlation structure of each flow must be used which again results in a more complex analysis. In order to determine a proper value for the slack bandwidth, the impact of the measurement error on the distribution of accepted flows must be taken into account. If the slack is too large, the probability of false rejections increases and the system utilization decreases. If the slack is too small, the probability of false acceptance impacts the state transitions such that in reality also the state space above the system limits may be visited. Chapter 5 includes flow dynamics and studies the trade-off between rejecting too many flows thus wasting resources, and accepting too many flows resulting in QoS violations.
and non-usable carried traffic. The study with flow dynamics and the framework defined in chapter 5, can be expanded to also include similar flows.
Chapter 8

Measurement Error when the Variance is Unknown

We state the question: *How long do we have to measure in order to accept a flow with a certain degree of confidence?* We have seen how this question can be answered up front, if the sources are analytically tractable with a known covariance function. In the case when the covariance is unknown this must also be estimated thus requiring a longer observation period before we can reach a certain degree of confidence. In this chapter we show how the variance can be estimated and also motivate the use of similar flows.

If the auto-correlation is known, the auto-covariance of the similar flows can be directly found by measuring the variances for the different classes of flows. This makes for a much easier analytical analysis than would be the case if the auto-covariance was unknown for all lags. By assuming that flows are similar and that the auto-correlation is known, we can analytically state the uncertainty of the estimated variance up front.

### 8.1 Estimating the variance

In the following we will see how the uncertainty of the measurement error can be found when the variance of the sources is unknown.

Consider just one flow. With continuous observation over the measurement window, an estimate of the variance $\hat{\sigma}^2$ is given by:

$$
\hat{\sigma}^2 = \frac{1}{w} \int_0^w (K(t) - \xi)^2 dt
$$

(8.1)

Before we study the accuracy of this measurement expressed by its variance, let us return to the method of equidistant sampling from Section 3.4.1.

The sample variance $\hat{\sigma}^2$ of the observed sample $X = X_1, X_2, ..., X_m$ is given by:
\[ \hat{\sigma}^2 = \frac{1}{m} \sum_{i=1}^{m} (X_i - \xi)^2 \]  

(8.2)

The variance of \( \hat{\sigma}^2 \) is then:

\[
\text{var}(\hat{\sigma}^2) = E[(\hat{\sigma}^2)^2] - E[\hat{\sigma}^2] = E \left[ \left( \frac{1}{m} \sum_{i=1}^{m} (X_i - \xi)^2 \right)^2 \right] - E^2 \left[ \frac{1}{m} \sum_{i=1}^{m} (X_i - \xi)^2 \right]
\]

\[
= \frac{1}{m^2} E \left[ \sum_{i} \sum_{j} (X_i - \xi)^2 (X_j - \xi)^2 \right] - \text{var}(X_i)^2
\]

\[
= \frac{1}{m^2} \sum_{i} \sum_{j} E \left[ (X_i - \xi)^2 (X_j - \xi)^2 \right] - \sigma^4 \quad (8.3)
\]

Assuming a covariance stationary process (8.3) reduces to:

\[
\text{var}(\hat{\sigma}^2) = \frac{1}{m^2} \sum_{h=1-m}^{m-1} (m-|h|) \psi_i - \sigma^4 \quad (8.4)
\]

Where

\[
\psi_{ij} = E \left[ (X_i - \xi)^2 (X_j - \xi)^2 \right] \quad (8.5)
\]

With continuous observation, the variance of the estimated continuous time variance, \( \theta^2(w) \), is given by:

\[
\theta^2(w) = \lim_{\Delta \to 0 |w=m\Delta |} \text{var}(\hat{\sigma}^2) = \lim_{\Delta \to 0 |w=m\Delta |} \left( \frac{\Delta}{w} \right)^2 \sum_{i=1-m}^{m-1} (m-|i|) \psi_i - \sigma^4
\]

\[
= \frac{1}{w^2} \int_{-w}^{w} (w-t) E \left[ (X_0 - \xi)^2 (X_t - \xi)^2 \right] dt - \sigma^4
\]

\[
= \frac{2}{w^2} \int_{0}^{w} (w-t) E \left[ (X_0 - \xi)^2 (X_t - \xi)^2 \right] dt - \sigma^4. \quad (8.6)
\]

The coefficient of variation, \( \theta_{CV} \), is given by (see (3.15)):

\[
\theta_{CV} = \frac{\theta^2(w)}{\sigma^2} \quad (8.7)
\]

### 8.2 Case Study with ON-OFF Sources

In the following, we shall look at the variance of the estimator \( \theta^2(w) \) with ON-OFF sources described in Section 3.8. When sampling the stationary ON-OFF source continuously over the measurement window, \( \hat{\sigma}^2 \) is given by:

\[
\hat{\sigma}^2 = \frac{1}{w} \int_{0}^{w} (K(t) - \xi)^2 dt = \frac{r^2}{w} (1 - 2p) \int_{0}^{w} I(t) dt + \xi^2 \quad (8.8)
\]
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The variance of $\hat{\sigma}^2$, can then be directly found from (8.8), by taking the variance:

$$\theta^2(w) = \text{var}(\hat{\sigma}^2) = \frac{r^4}{w^2}(1 - 2p)^2 \text{var} \left( \int_0^w I(t)dt \right) = k\zeta^2(w)$$  \hspace{1cm} (8.9)

where $k$ is the variance k-factor:

$$k = r^2(1 - 2p)^2$$  \hspace{1cm} (8.10)

From Section 3.8 have that:

$$\zeta^2(w) = \frac{r^2}{w^2} \text{var} \left( \int_0^w I(t)dt \right)$$  \hspace{1cm} (8.11)

so with ON-OFF sources, we can bypass (8.6).

8.2.1 System with Similar Flows

Let the system consist of similar flows. In state $N = n$ we have from Section 7.3, that the variance of the time average is given by:

$$\zeta_n^2(w) = \sum_{i=1}^{k} n_i \sigma_i^2 \frac{2}{w^2} \int_0^w (w - t)\Psi(t)dt$$  \hspace{1cm} (8.12)

where $\Psi(t) = \text{cov}(K_i(t), K_i(t + \tau))/\sigma_i^2$ is the auto-correlation.

If the auto-correlation is known, the auto-covariance of the similar flows can be directly found by estimating the variances, $\sigma_i^2$’s for the different classes of flows. These estimates then replace the known value $\sigma_i$ when determining the confidence interval. The confidence interval will only be an approximation due to the uncertainty of the estimated variance.

The variance is the covariance with zero lag. In the case when the covariance is unknown the covariance must be estimated. When determining the uncertainty of this estimate, the procedure is primarily the same as above, but it is not difficult to envisage the added complexity in the analytical expressions.

8.2.2 The MMRP sources

In the following we will give an illustration of the uncertainty of the estimated variance using the MMRP ON-OFF source model. Just like the variance of the time average, $\zeta^2(w)$, the variance of the estimated variance, $\theta^2(w)$, is reduced as the window size increases. This is illustrated in Fig. 8.1(a) which shows $\theta^2(w)$ for two different settings: setting $\alpha + \beta = 4$ s$^{-1}$, where $\alpha = 1$ s$^{-1}$ and $\beta = 3$ s$^{-1}$ and setting $\alpha + \beta = 10$ s$^{-1}$, where $\alpha = 4$ s$^{-1}$ and $\alpha = 6$ s$^{-1}$. For both settings the peak rate $r = 10$ Mbps.

It is the k-factor (8.10), that determines the scaling of $\zeta^2(w)$. Fig.8.1(b) shows how the shape of $\theta^2(w)$ varies as the activity parameter changes. The fact the $\zeta^2(w)$ is zero when $p = 0.5$, is plausible, interesting and at the same time intuitive.
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Figure 8.1: Variance of the estimated variance: (a) $\theta^2(w)$ for increasing $w$, for two different setting of $\alpha$ and $\beta$, $\alpha = 1 \text{ s}^{-1}$, $\beta = 3 \text{ s}^{-1}$ and $\alpha = 4 \text{ s}^{-1}$, $\beta = 6 \text{ s}^{-1}$. (b) $\theta^2(p)$ as the activity parameter $p$ is varied for two different settings of $\alpha + \beta$, $w = 5 \text{ s}$

When $p = 0.5$, the estimated variance will always have the same value, since the distance to the mean value, $\xi$, is the same regardless of the source being in state ON or state OFF. This is in contrast to the variance of the time average which will have its largest value when $p = 0.5$. To compare the variance of the time average with the variance of the estimated variance, we use the coefficient of variation to characterize the relative measurement error.

As a reference, Fig. 8.2 shows the plot of the coefficient of variation of the time average $\zeta_{CV}$ together with the coefficient of variation of the estimated variance $\theta_{CV}$, as the activity parameter $p$ is varied. The window size is $w = 5 \text{ s}$, $r = 10 \text{ Mbps}$ and $\alpha + \beta = 4 \text{ s}^{-1}$.

Figure 8.2: Variance of the estimated variance, $\theta^2(p)$ and variance of the time average $\zeta^2(p)$ as the activity parameter $p$ varies when $w = 5 \text{ s}$ and $\alpha + \beta = 4 \text{ s}^{-1}$
8.3 Conclusion

The uncertainty of the admission decision can be stated upfront for analytically tractable sources with a known covariance function. When the covariance function is no longer known, this must also be estimated. This chapter has shown how the similar flow concept can be used to simplify the analysis when the auto-correlation structure is known. In this case the uncertainty can be found by estimating the variances for the different classes of flows. This makes for a much easier analytical analysis than would be the case if the auto-covariance was unknown for all lags. An example with ON-OFF sources shows that the added uncertainty caused by the estimated variance depends on the ON-OFF process parameter settings. An interesting observation is that there will be no added uncertainty in the case where the ON and OFF times have the same duration and the activity parameter is $p = 0.5$. 
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Concluding Remarks

This thesis addresses the estimation process and the inherent measurement errors and how these errors impact the admission decision.

By assuming that the maximum utilization the system can handle is given, the focus has been on the question: When a new requesting flow is accepted into the system, will the system state be above or below the maximum utilization? The certainty of the answer to this question directly translates to the certainty of the admission decision.

In the literature, the infinite time-scale is used when evaluating the performance of MBAC. The work in this thesis is fundamentally different from previous work in that it considers what happens at a short time-scale governed by measurement updates and flow dynamics.

We have derived analytical expressions to characterize the measurement error. Most critical are the system states, where accepting a flow will drive the system to a level beyond the maximum utilization. For a system in a critical state, the probability of false acceptance can be controlled by adding a safeguard. The size of the safeguard can be stated up front for analytically tractable sources with a known covariance function. Simulations have demonstrated the validity of the defined formula for determining the probability of false acceptance. Not surprisingly, the simulations show that positive correlation between consecutive windows increases the probability of false acceptance.

By defining flow level performance measures we are able to capture the effect measurement errors will have on the MBAC performance when flow dynamics are included. Though it is widely recognized that a safeguard must be added to make up for measurement error, the general belief is that the performance is degraded as the safeguard increases. This is true if one thinks of performance in terms of overall utilization. However, long term utilization will hide what happens at shorter time-scales. For example, an MBAC which alternates between being in a state of very heavy overload following a period of underload may have an overall utilization which is similar to an MBAC which rarely accepts and rejects flows in error.

We have introduced the performance measure carried useful traffic which is...
a measure of useful utilization. The idea behind this measure, is that when the system accepts more flows than it can handle, the QoS of the flows is at stake and the traffic that is carried is then considered useless. Only when the system operates in states at or below its limits, will the carried traffic be considered useful. The carried useful traffic can be maximized by a proper setting of the safeguard.

If the safeguard is too small, the carried useful traffic is reduced because the probability of false acceptance is too large. On the other hand, if the safeguard is too large, the useful traffic is reduced because the probability of false rejection is too large. Analytical analysis and simulation show that the \textit{safeguard vs carried useful traffic curve} has a much steeper gradient for shorter safeguards. Adding a too large safeguard is thus better than adding a too small.

This is a promising finding, since in a real network scenario, the safeguard must be roughly estimated. Also, some applications may over-declare their peak rates when requesting admission. This over-declaration can translate to additional safeguard reduction. Due to the MBAC’s insensitivity to large safeguards, we expect that over-declarations up to a reasonable level will not have negative effect on MBAC performance.

A simulation study was used to further demonstrate how the defined performance measures can be used to study different admission control strategies and how these strategies impact performance of the MBAC decision process. This study also demonstrated how the concept of carried useful traffic can be used to determine a proper measurement window size. A similar MBAC performance analysis should be provided for other types of traffic and other MBAC specific strategies.

Assuming that flows are homogenous, even if they are of same type of application is very restrictive. By introducing the concept of similar flows, the error analysis with non-homogeneous flows is simplified substantially. Similar flows share a common correlation structure and the error analysis becomes straightforward. In contrast, without this restriction, the correlation structure of each flow must be used which results in a more complex analysis.

The concept of similar flows can be further appreciated when estimating the confidence of the admission decision in the case when the covariance is no longer known. In this case, the covariance must also be estimated. Using similar flows, with a known auto-correlation structure, the uncertainty can be directly stated by estimating the variances for the different classes of flows. This makes for a much easier analytical analysis than would be the case if the auto-covariance was unknown for all lags.

The similar flow concept was only analyzed in the static case, for a system remaining in the rejection region. More insight into how an environment with non-homogenous flows will effect MBAC performance can be gained by expanding the work on flow dynamics to include similar flows.

The methodology and framework defined can be used to study a variety of cases to gain insight into MBAC behavior. This insight can be used for developing robust MBAC algorithms.
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